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Introduction

This talk is partly based on ongoing joint work with Sieye Ryu.

The classical setting in ergodic theory: For probability preserving
Z-actions, zero entropy is equivalent to predictability: The past
determines the future (for finite valued observables).

Over the years, relations between notions of predictability and entropy
have been studied in various setting: Nonsingular transformations,
actions of various groups, topological dynamics...

Kaminski, Siemaszko and Szymanski introduced and studied a natural
notion of predictability for topological Z-actions.

Hochman later extended the study of topological predictability for
Zd -action.

Recently Huang, Jin and Ye proved that topological predictability
implies zero entropy for actions of countable torsion-free locally
nilpotent groups, partially answering answering a question of
Hochman.
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The past

An algebraic past for a group G is a subset Φ ⊂ G s.t:

1 Φ · Φ ⊆ Φ.
2 1G 6∈ Φ.
3 G = Φ ] Φ−1 ] {1}.

Every algebraic past determines a left-invariant total order on G via
x ≺ y iff x−1y ∈ Φ. Conversely, every left-invariant total order on G
determines an algebraic past (the set of elements that precede the
identity).

A group G that admits an algebraic past is called left-orderable.
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Pinsker’s formula

Theorem

For a countable amenable group G with an algebraic past Φ:

hµ(G , α ∨ β | F) = hµ(G , β | F) + Hµ(α | βG ∨ αΦ ∨ F).

(see Huang, Xu, Li J. of functional Analysis 2015).

In particular

hµ(G , α) = Hµ(α | αΦ)

Note: There is an “Entropy theory without a
past” (see Glasner, Thouvenot, Weiss, ETDS 2000).
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Predictable measure preserving actions.

Let G be a countable group acting on a probability space (X ,B, µ) be
probability preserving transformations.

Let S ⊂ G be a semigroup (that is S · S ⊆ S), that does not contain
the identity (think of S as a “past”).

A set E ⊆ X is S-predictable if

E ∈ σ
(
{s−1A : s ∈ S}

)
mod µ.

More generally, a measureable partition α of X is S-predictable if it
measurable with respect to it’s past.

We say that the action G y (X ,B, µ) is S-predictable if every E ∈ B
is S-predictable. Similarly, define S-predictable functions and
S-predictable partitions.
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Predictability implies zero entropy - amenable + measure
preserving case

Lemma: A measurable partition α is S-predictable iff Hµ(α | αS) = 0.

In fact, by Pinsker’s formula for an orderable, amenable group G ,
G y (X ,B, µ) is predictable with respect to an algebraic past iff it
has zero entropy.

Corollary: For an orderable, amenable group G predictability of
G y (X ,B, µ) with respect to some algebraic past implies
predictability with respect to any algebraic past.

So entropy does not determine “the arrow of time”...
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Predictable topological actions

Let G y X be an action by homeomorphisms on a compact
topological space, S ⊂ G a semigroup with 1G 6∈ S .

f ∈ C (X ) is called S-predictable if f is contained in the closure of the
algebra generated by {f ◦ s : s ∈ S}.
We say that the action G y X is S-predictable if every f ∈ C (X ) is
S-predictable.

The S-predictable functions are a closed sub-algebra of C (X ).

Topological predictability is not as well-behaved as in the measure
preserving case, even for Z actions (see Hochman, Siemaszko 2012 ):

If X is totally disconnected, predictability of a hoemomorphism is
equivalent to equicontinuity.
Predictability not preserved by time reversal and by taking cartesian
products.
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Predictability implies zero topological entropy

Problem: (Hochman, 2008): Suppose G is an amenable group,
G y X , S ⊂ G a semigroup with 1G 6∈ S and S ∪S−1 generates G . If
G y X is S-predictable does G y X have zero topological entropy?

Kaminski, Siemaszko, Szymanski (2003): Yes, for G = Z.

Hochman (2008): Yes, for G = Zd .

Huang, Jin and Ye (2016): Yes, for G locally nilpotent and torsion
free.

In fact : True for any amenable G . Using essentially previous
arguments..

Remark: The assumption that S generates G as a group is not
necessary, because having a zero entropy subaction implies zero
entropy (for whatever reasonable def of entropy you use).
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Topological predictability implies measurable predictability.

Let X be a compact topological space. A finite Borel partition α of X
is called µ-continuous if there is f ∈ C (X ) such that f is µ-almost
constant on elements of α.

Proposition (Hochman): µ-continuous partitions are dense w.r.t
Roklin metric (on finite entropy partitions of X ).

Thus, by the variational principle topological predictability implies
measurable predictability.

Huang, Jin and Ye applied Roklin’s formula to deduce zero entropy
from measurable predictability w.r.t algebraic past and an old theorem
of Rhemtulla and Formanek about extension of semigroups to
algebraic pasts for torsion-free locally nilpotent groups.

In general, use the following claim: If G amenable, S ⊂ G a
semigroup with 1 6∈ S , Hµ(α) <∞, then hµ(G , α) ≤ Hµ(α | αS).
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Predictability in the non-amenable case

The definition of S-predictability (measure theoretic and topological)
make sense for any group (that admits a semigroup S without the
identity).

What about predictability vs. sofic entropy/ Roklin entropy?

Trivial observation 1: Any factor of an S-predictable system is
S-predictable.

Trivial observation 2: A Bernoulli system is never S-predictable
(unless 1G ∈ S).

Thus, by Seward’s “Sinai factor theorem for countable groups”, for a
free action G y (X ,B, µ), S-predictability implies zero Roklin
entropy (in particular non-positive sofic entropy).

Remark: For non free actions on orderable groups, choose “proper”
notions of entropy and predictability.
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Some more questions/ remarks / comments

For non-amenable left orderable group G with algebraic pasts Φ, Φ̃ is
Φ-predictable equivalent to Φ̃-predictable ?

For non-amenable, zero entropy systems can have Bernoulli factor!
But predicatable systems can’t.

“Parry entropy” (based on Roklin’s formula), for actions preserving a
σ-finite measure...

Structure of S-predictable sets/functions?

predictablility in operator algebraic setting...
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