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Motivation

In [DModsI] and [DModsII] Berthelot constructed a ring of

arithmetic differential operators D†X/SQ relative to a smooth
morphism f : X → S of p-adic formal schemes. A considerable
amount of work by others has shown that a suitable category of
left D†X/SQ-modules has most of the desired properties of a p-adic

coefficient system, at least when S = Spf(V) where V is a
complete mixed discrete valuation ring of mixed characteristic.



For various reasons one would want to extend this theory to
the case where X → S is formally smooth but not necessarily of
finite type, or even adic. For example the case S = Spf(V) and
X = Spf(V[[t]]), for which the topology of V[[t]] is the (p, t)-adic
topology was studied in [UnitDisk]. One would like to consider
cases like X = Spf(V[[t1, . . . , tn]]), or more generally the case
where Y → S is of finite type and X is the completion of Y along
a closed subscheme.

In [DModsAdic] we constructed such a theory for a fairly
general class of morphisms, including the cases just mentioned. I
will start by describing this construction, and then sketch how it
may be used to construct a generalization of the category of
convergent isocrystals. Similar ideas may be used for the category
of overconvergent isocrystals.



For various reasons one would want to extend this theory to
the case where X → S is formally smooth but not necessarily of
finite type, or even adic. For example the case S = Spf(V) and
X = Spf(V[[t]]), for which the topology of V[[t]] is the (p, t)-adic
topology was studied in [UnitDisk]. One would like to consider
cases like X = Spf(V[[t1, . . . , tn]]), or more generally the case
where Y → S is of finite type and X is the completion of Y along
a closed subscheme.

In [DModsAdic] we constructed such a theory for a fairly
general class of morphisms, including the cases just mentioned. I
will start by describing this construction, and then sketch how it
may be used to construct a generalization of the category of
convergent isocrystals. Similar ideas may be used for the category
of overconvergent isocrystals.



Formal Geometry

All schemes will be assumed to be adic and, without explicit
mention, locally noetherian.

Tensor products are ubiquitous in the usual construction of
rings of differential operators. Unfortunately if A is a noetherian
ring and B, C are noetherian A-algebras, B ⊗A C is not necessarily
noetherian, so we will limit our category to the case where this
problem is solved by definition:

A morphism f : X → S of locally noetherian schemes is
universally noetherian if for any morphism Y → S with Y
noetherian, X ×S Y is noetherian.

The class of universally noetherian morphisms is closed under
composition, base change by a locally noetherian formal scheme,
and fiber products. Furthermore:
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I The question of whether X → S is universally noetherian is
local on S.

I If X → S is quasi-compact then the question is also local on
X .

I In the definition we may assume that Y is affine.

If X → S is universally noetherian and Y → S is any morphism
with Y locally noetherian, then any morphism X → Y is
universally noetherian.

We could say that a morphism f : X → S of locally
noetherian schemes is universally noetherian if X ×S Y is
noetherian for any morphism Y → S with Y noetherian. However
any scheme is a formal scheme in the discrete topology, and the
two definitions coincide in the case of schemes.

In fact if f : X → S is a morphism of locally noetherian
schemes and f0 : X → S is the corresponding morphism of reduced
closed subschemes, then f is universally noetherian if and only if f0
is.
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If A, B are adic rings and A→ B is a continuous we say that
B is a universally noetherian A-algebra if Spf(B)→ Spf(A) is
universally noetherian.

Some examples:

I Any morphism of finite type is universally noetherian.

I If Y ⊂ X is a closed subscheme and X̂Y is the completion of
X along Y , the canonical morphism X̂Y → X is universally
noetherian.

I More generally if f : X → S is formally of finite type (i.e. the
morphism f0 : X → S of reduced closed subschemes is of finite
type) then f is universally noetherian. This includes all the
examples mentioned at the beginning.

I If (A, I ) is an adic noetherian ring S ⊆ A is a multiplicative
subset, then the completion of S−1A with respect to S−1 is a
universally noetherian A-algebra.
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Theorem
If L/K is an extension of fields then L is a universally

noetherian K -algebra if and only if L is a finitely generated
extension of K .

This follows from a result of P. Vámos (Proc. Camb. Phil.
Soc. 84 (1978) 25–35) which implies that L/K is finitely
generated if and only if L⊗K L is noetherian.

Corollary

Suppose f : X → S is universally noetherian, x ∈ X and
s = f (x). The field extension κ(x)/κ(s) is finitely generated.

In fact if X → S is universally noetherian, so is the base
change X ×S κ(s)→ κ(s) and the closed immersion
κ(x)→ X ×S κ(s).
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Differential Invariants and Smoothness
Suppose R is an adic noetherian ring and R → A is a

universally noetherian R-algebra. Then A ⊗̂R A is noetherian and
the kernel Î of A ⊗̂R A→ A is finitely generated,

as well as the
A-module

Ω̂1
A/R = Î/Î 2.

In fact one can show in this situation that Ω̂1
A/R is the completion

of the usual module of 1-forms Ω1
A/R for the topology arising from

its A-module structure. This implies that Ω̂1
A/R has many of the

same formal properties that Ω1
A/R has in the algebraic case: for

example if B is a universally noetherian A algebra there is a
canonical short exact sequence

B ⊗̂
A

Ω̂1
A/R → Ω̂1

B/R → Ω̂1
B/A → 0

and if A→ B is surjective with kernel K there is a canonical short
exact sequence

K/K 2 → B ⊗̂
A

Ω̂1
A/R → Ω̂1

B/R → 0.
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One can show that Ω̂1
A/R is generated by finitely elements of

the form dx = 1 ⊗̂ x + x ⊗̂ 1 + Î 2.

Finally if J ⊂ A is an ideal of definition and An = A/Jn+1 then

Ω̂1
A/R = lim←−

n

Ω̂1
An/R

.

For example if j ⊂ R and A = R{T1, . . . ,Td} is the j-adic
completion of the polynomial ring then Ω̂1

A/R is free on the
dT1, . . .dTd .

By the same token the rings of k-fold principal parts of order
r are defined by

A(k) = A ⊗̂
R
A ⊗̂

R
· · · ⊗̂

R
A (k + 1 times)

I (k) = Ker(A(k)→ A)

P̂ r
A/R(k) = A(k)/I (k)r+1.
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These definitions globalize without any problem to any
universally noetherian separated morphism f : X → S. We obtain
a coherent sheaf Ω1

X/S of OX -modules (we adopt the convention
that global constructs do not take a “hat” since there is no
meaning to the corresponding uncompleted construction).

Thus we
could define Ω1

X/S = I/I2 where I ⊂ OX×SS is the ideal of the
diagonal. The corresponding ring of k-fold principal parts of order
r is denoted P r

X/S(k).
First-order deformation theory works in the expected way. So

does the construction of the usual (i.e. Grothendieck) ring of
differential operators as the direct limit of the
HomOX (P r

X/S(1),OX ) with an appropriate composition law.
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a coherent sheaf Ω1

X/S of OX -modules (we adopt the convention
that global constructs do not take a “hat” since there is no
meaning to the corresponding uncompleted construction). Thus we
could define Ω1
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We say that a morphism f : X → S of locally noetherian adic
formal schemes is quasi-smooth (resp. quasi-étale,
quasi-unramified) if it is separated, locally noetherian and formally
smooth (resp. formally étale, formally unramified).

All of the usual
elementary sorites for smooth, étale and unramified morphisms
hold for quasi-smooth, quasi-étale and quasi-unramified
morphisms, in fact with the same proofs. Furthermore these
properties are local on X and S in the usual sense; the fact that
quasi-smoothness is a local question on X depends on first-order
deformation theory (as is the case for smoothness).

A quasi-smooth morphism is flat. This depends on a difficult
theorem of Grothendieck on the flatness of a formally smooth local
homomorphism of local rings. In particular a quasi-étale morphism
is flat and quasi-unramified; I do not know if the converse is true.
A quasi-smooth morphism is not necessarily open. For example the
canonical morphism X̂Y → X is quasi-étale but not open.
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A very general (and difficult) characterization of formal
smoothness in EGA IV yields the following:

Theorem
Suppose f : X → S is a quasi-smooth morphism of locally

noetherian formal schemes and let I be the ideal of the diagonal of
f . Then

1. Ω1
X/S is a locally free OX -module of finite type, and

2. the natural morphism

Symn
OX (Ω1

X/S)→ In/In+1

is an isomorphism for all n ≥ 0.
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If X → S is quasi-smooth then locally on X we may define
the formal dimension of X/S to be the rank of Ω1

X/S . If this is

globally defined we denote this integer by fdim(X/S).

As a corollary of the last theorem we find that if X → S is
quasi-smooth then the k-fold diagonal X → XS(k) is a regular
immersion. We also get the following structure theorem for
quasi-smooth morphisms:

Theorem
Suppose f : X → S is quasi-smooth and d = fdim(X/S).

Locally on X there is a factorisation f = p ◦ g where g : X → Ad
S

is quasi-étale and p : Ad
S → S is the canonical projection.

In fact this factorisation is defined wherever there are “local
coordinates” relative to f , i.e. local sections x1, . . . , xd of OX such
that dx1, . . . ,dxd is a free basis of Ω1

X/S .
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Since a finitely generated extension is formally étale if and
only if it is finite and separable, we get:

Lemma
Suppose f : X → S is quasi-unramified, x ∈ X and s = f (s).

The field extension κ(x)/κ(s) is finite and separable.

This is the essential step in proving the following extension of
a well-known criterion for a morphism to be unramified; it is a
necessary ingredient in the proof of the fibration theorem to be
proven later:
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Theorem
Suppose f : X → S is universally noetherian. The following

are equivalent:

I f is quasi-unramified.

I The diagonal morphism ∆f : X → X ×S X is an isomorphism
of X with a union of connected components of X ×S X .

I For any morphism S ′ → S, a section of X ×S S ′ → S ′ is an
isomorphism of S ′ with a union of connected components of
X ×S S ′.

I Ω1
X/S = 0.

I For all y ∈ S, the morphism f −1(s)→ Spf(κ(s)) is
quasi-unramified.

I For all y ∈ S, the formal κ(s)-scheme f −1(s) is a disjoint
union of a finite number of κ(s)-schemes, all of the form
Spf(L) with L/κ(s) finite and separable.
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Suppose now f : X → S is a morphism of locally noetherian
adic formal schemes and X , S have characterisitic p > 0. Let
q = pf and denote by FX/S : X → X (q) the relative qth power
Frobenius. If f is quasi-smooth, FX/S is flat.

If in addition f is
formally of finite type, FX/S is finite.

This can be proven by reduction to the smooth case, using
the structure theorem for quasi-smooth morphisms. The problem
in showing that FX/S is finite for any quasi-smooth morphism is
that a quasi-étale morphism is not necessarily open.
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Arithmetic Differential Operators

The theory of arithmetic differential operators is built on the
theory of divided power structures with level. Fortunately this was
worked out by Berthelot in such incredible generality that it
requires few modifications in the formal case.

Let R be a commutative Z(p)-algebra. An m-PD-structure on
R is a triple (a, b, γ) in which

I b ⊆ a ⊂ R are ideals;

I γ is a PD-structure on b compatible with the canonical
PD-structure of (p);

I a(p
m) + pa ⊆ b.

Here a(p
m) ⊆ a is the ideal generated by the pmth powers of

elements of a. We also speak of (a, b, γ) as being an
“m-PD-structure on a.”
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Given an m-PD-structure (a, b, γ) the partial divided powers
of an x ∈ a are defined by

x{k}(m) = x rγq(xp
m

) k = pmq + r , 0 ≤ r < pm.

The x{k}(m) satsify a large number of identities the import of
which is to suggest that x{k}(m) is something like xk/q!.

Any ring R with m-PD-structure has a canonical m-PD-adic
filtration a{k} ⊂ A analogous to the a-adic filtration, but having
special compatibilities with the level m divided powers. In
particular the m-PD-structure descends to R/a{k} and the
canonical homomorphism R → R/a{k} is compatible with the
m-PD-structures.

Suppose A is an R-algebra and (a, b, γ) is an m-PD-structure
on R. The central construction of the theory is the construction of
the m-PD-envelope of an ideal I ⊂ A. This is an A-algebra
P(m),α(I ) equipped with an m-PD-structure (I •, I ◦, [ ]) that is
universal for A-algebras with an m-PD-structure compatible with
(a, b, γ).
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We denote by P r
(m),α(I ) the quotient of P(m),α(I ) by that

(r + 1)-st step of the m-PD-adic filtration. Its structure is known if
I is generated by a regular sequence x1, . . . , xd , A/I is flat over R,
and the quotient A→ A/I has a section. Then P r

(m),α(I ) is a free

A/I -module on the x{K}(m) for 0 ≤ |K | < r .

If p is nilpotent in A,
P(m),α(I ) is free on the x{K}(m) for all K .

Suppose now A is a quasi-smooth R-algebra. The diagonal
ideal I ⊂ A ⊗̂R A is regular, and we may apply (at least locally) the
preceding construction to the diagonal ideal I ⊂ A ⊗̂R A. The
result is a collection of m-PD-rings which we will denote by
P r
A/R,(m).

If x1, . . . , xd are local coordinates we set ξi = 1 ⊗̂ xi − xi ⊗̂ 1
as before. The ξ{K}(m) for 0 ≤ |K | ≤ r form a basis of P r
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either of the A-module structures of P r

A/R,(m) coming from the

corresponding ones of A ⊗̂R A.
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The A-module of arithmetic differential operators of level m
and order ≤ r is defined by analogy with the case of ordinary
operators:

Diffr
A/R,(m) = HomA(P r

A/R,(m),A).

If x1, . . . , xd are local coordinates we denote by {∂〈K〉(m)}|K |≤r the

basis of Diffr
A/R,(m) dual to the basis {ξ{K}(m)}|K |≤r of P r

A/R,(m).
Then

D
(m)
B/A = lim−→

r

Diffr
A/R,(m).

has a ring structure defined in a manner similarly to the case of
ordinary differential operators.

Since the formation of P r
A/R,(m) commutes with flat base

change, this construction sheafifies easily. Thus to any
quasi-smooth X → S and m-PD-structure on S we may associate

a sheaf of rings D(m)
X/S ; it is an inductive limit of coherent locally

free OX -modules.
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In [DModsI] the next step of the theory is to pass to the

p-adic completion of D(m)
X/S .

For reasons that will be evident later
we instead want to use the completion with respect to an ideal of
definition. This requires some care if we are to preserve the ring
structure.

Suppose A is a commutative ring and A→ D is a
homomorphism into a (not necessarily commutative) ring.

I A sequence (x1, . . . , xr ) of elements of D is centralising if for
all i > 0 the image of xi in D/(x1, . . . , xi−1) is central.

I An ideal of D is centralising if it is generated by a centralising
sequence.

I An ideal I ⊂ A is bilateralising if it generates a 2-sided ideal
in D, or equivalently if ID = DI .

If I ⊂ A is generated by a sequence of elements that is
centralising in D then I is bilateralising and ID is centralising.
Sums, products and powers of bilateralising ideals are bilateralising.
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When A/R is quasi-smooth and R has an m-PD-structure we
will say that an ideal J ⊆ A is m-bilateralising if is bilateralising in

D
(m)
A/R .

Lemma
If J ⊆ A is an ideal of definition containing p, it contains an

ideal of definition that is centralising in D
(m)
A/R .

In fact if J = (p, f1, . . . , fr ) is an ideal of definition then so is

J ′ = (p, f p
m+1

1 , . . . , f p
m+1

r ). On the other hand Berthelot showed

that any f p
m+1

is central in D
(m)
A/R/pD

(m)
A/R .

It follows that the m-bilateralising ideals of definition are
cofinal in the set of all ideals of definition.

Note that if (p, f1, . . . , fr ) = J = (p, g1, . . . , gs) then

(p, f p
m+1

1 , . . . , f p
m+1

r ) = (p, gpm+1

1 , . . . , gpm+1

s ) as well, so this
construction globalizes.
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I J ⊆ A is m-bilateralising if and only if it is horizontal, i.e. a

left sub-D
(m)
A/R -module of A.

I If J ⊆ A is m-bilateralising then

JP r
A/R,(m) = P r

A/R,(m)J

for all r ≥ 0.

If J ⊂ A is open and bilateralising we define

D
(m)
A/R,J = D

(m)
A/R/JD

(m)
A/R

and give it the induced ring structure.
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Suppose now X → S is quasi-smooth and S is given an
m-PD-structure. The argument of the last lemma shows that OX
has a fundamental system of ideals of definition whose sections on
any open affine are m-bilateralising. For any such ideal J ⊂ OX
the D

(m)
A/R,J patch together to yield a sheaf of rings D(m)

X/S,J .

As a sheaf of rings it is left and right coherent. Furthermore if
we denote by XJ ⊂ X the closed subscheme defined by J then

D(m)
X/S,J is a quasi-coherent OXJ

-algebra.
We define

D̂(m)
X/S = lim←−

J

D(m)
X/S,J

where the inverse limit is over m-bilaterising ideals of definition of
OX .
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With this definition it is not hard to show that D̂(m)
X/S is a

coherent sheaf of rings, and establish versions of “theorem A” and

“theorem B” for left or right coherent D̂(m)
X/S-modules.

Here it is

important that D(m)
X/S,J is a quasi-coherent OXJ

-algebra, and that
many results of commutative algebra such as the Artin-Rees
lemma hold in some form for centralising ideals.

The description of coherent left D̂(m)
X/S-modules by means of

m-PD-stratifications that is familiar in the smooth case extends to
the present case as well. The same holds for the description of

right D̂(m)
X/S-modules by means of costratifications.
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Frobenius Descent

Let q = ps . Since p ∈ a the formal schemes S0 = V (aOS)
and X0 = V (aOX ) have characteristic p. Suppose F : X → X ′ is
a morphism over S that lifts the qth power relative Frobenius of
X0/S0. Since X0 → S0 is quasi-smooth, the relative Frobenius is
flat, and then so is F .

The argument of the main part of [DModsII] shows that if M

is a left D̂(m)
X ′/S-module (not necessarily coherent) then F ∗M has a

natural structure of a left D̂(m+s)
X/S -module. In fact for this

argument to work one only needs that F is flat.
If X → S is formally of finite type in addition to being

quasi-smooth then Berthelot’s descent theorem holds for the

categories of left and right D̂(m)
X/S-modules: F ∗ (resp. F [) induces

an equivalence of categories of left (resp. right) D̂(m)
X ′/S-modules

with the category of left (resp. right) D̂(m+s)
X/S . Here the finiteness

of F is essential.
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Quasi-nilpotence and m-HPD-stratifications

In the classical theory the quasi-nilpotence of a connection
can be expressed by saying that the corresponding stratification
extends to an HPD-stratification. Berthelot showed in [DModsI]
how this extends to the case of m-PD-stratifications. The main
point that the full m-PD-envelope of the diagonal ideal can be
sheafified (i.e. is compatible with flat base change), and that it has
a known structure.

One reduces to the case when X is a scheme
on which p is nilpotent; then for any ideal I ⊆ OX the construction
yields a quasi-coherent OX -algebra P(m)(I ), which is locally free if
I is regular.

In the general case X ⊗ Z/pnZ is still a formal scheme one
must use J-adic completions as we did before, and as before this
raises a number of technical problems. We first work in an affine
setting: R is a ring with m-PD-structure, A is an R-algebra and
I ⊆ A is an ideal.
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Let An = A/pn+1A. We will need to make the following
assumptions.

I IA0 is generated by a regular sequence;

I The canonical homomorphism A→ A/I has a section
σ : A/I → A;

I A/I is a flat R-algebra.

Then IAn is regular for all n ≥ 0. If J is open, pn+1 ∈ J for
some n, and for any such n we set

PJ,(m)(I ) = P(m)(IAn)⊗An A/J.

It is easily checked that this definition is independent of n and if J ′

is any open ideal with J ′ ⊆ J, there is a canonical homorphism
PJ′,(m)(I )→ PJ,(m)(I ). Furthermore the canonical m-PD-structure
on P(m)(IAn) descends to PJ,(m)(I ).



Let An = A/pn+1A. We will need to make the following
assumptions.

I IA0 is generated by a regular sequence;

I The canonical homomorphism A→ A/I has a section
σ : A/I → A;

I A/I is a flat R-algebra.

Then IAn is regular for all n ≥ 0. If J is open, pn+1 ∈ J for
some n, and for any such n we set

PJ,(m)(I ) = P(m)(IAn)⊗An A/J.

It is easily checked that this definition is independent of n and if J ′

is any open ideal with J ′ ⊆ J, there is a canonical homorphism
PJ′,(m)(I )→ PJ,(m)(I ). Furthermore the canonical m-PD-structure
on P(m)(IAn) descends to PJ,(m)(I ).



Let An = A/pn+1A. We will need to make the following
assumptions.

I IA0 is generated by a regular sequence;

I The canonical homomorphism A→ A/I has a section
σ : A/I → A;

I A/I is a flat R-algebra.

Then IAn is regular for all n ≥ 0. If J is open, pn+1 ∈ J for
some n, and for any such n we set

PJ,(m)(I ) = P(m)(IAn)⊗An A/J.

It is easily checked that this definition is independent of n and if J ′

is any open ideal with J ′ ⊆ J, there is a canonical homorphism
PJ′,(m)(I )→ PJ,(m)(I ). Furthermore the canonical m-PD-structure
on P(m)(IAn) descends to PJ,(m)(I ).



Let An = A/pn+1A. We will need to make the following
assumptions.

I IA0 is generated by a regular sequence;

I The canonical homomorphism A→ A/I has a section
σ : A/I → A;

I A/I is a flat R-algebra.

Then IAn is regular for all n ≥ 0. If J is open, pn+1 ∈ J for
some n, and for any such n we set

PJ,(m)(I ) = P(m)(IAn)⊗An A/J.

It is easily checked that this definition is independent of n and if J ′

is any open ideal with J ′ ⊆ J, there is a canonical homorphism
PJ′,(m)(I )→ PJ,(m)(I ). Furthermore the canonical m-PD-structure
on P(m)(IAn) descends to PJ,(m)(I ).



Let An = A/pn+1A. We will need to make the following
assumptions.

I IA0 is generated by a regular sequence;

I The canonical homomorphism A→ A/I has a section
σ : A/I → A;

I A/I is a flat R-algebra.

Then IAn is regular for all n ≥ 0. If J is open, pn+1 ∈ J for
some n, and for any such n we set

PJ,(m)(I ) = P(m)(IAn)⊗An A/J.

It is easily checked that this definition is independent of n and if J ′

is any open ideal with J ′ ⊆ J, there is a canonical homorphism
PJ′,(m)(I )→ PJ,(m)(I ). Furthermore the canonical m-PD-structure
on P(m)(IAn) descends to PJ,(m)(I ).



Let An = A/pn+1A. We will need to make the following
assumptions.

I IA0 is generated by a regular sequence;

I The canonical homomorphism A→ A/I has a section
σ : A/I → A;

I A/I is a flat R-algebra.

Then IAn is regular for all n ≥ 0. If J is open, pn+1 ∈ J for
some n, and for any such n we set

PJ,(m)(I ) = P(m)(IAn)⊗An A/J.

It is easily checked that this definition is independent of n and if J ′

is any open ideal with J ′ ⊆ J, there is a canonical homorphism
PJ′,(m)(I )→ PJ,(m)(I ).

Furthermore the canonical m-PD-structure
on P(m)(IAn) descends to PJ,(m)(I ).



Let An = A/pn+1A. We will need to make the following
assumptions.

I IA0 is generated by a regular sequence;

I The canonical homomorphism A→ A/I has a section
σ : A/I → A;

I A/I is a flat R-algebra.

Then IAn is regular for all n ≥ 0. If J is open, pn+1 ∈ J for
some n, and for any such n we set

PJ,(m)(I ) = P(m)(IAn)⊗An A/J.

It is easily checked that this definition is independent of n and if J ′

is any open ideal with J ′ ⊆ J, there is a canonical homorphism
PJ′,(m)(I )→ PJ,(m)(I ). Furthermore the canonical m-PD-structure
on P(m)(IAn) descends to PJ,(m)(I ).



We can then define

P̂(m)(I ) = lim←−
J

PJ,(m)(I ).

The canonical m-PD-structures on the PJ,(m)(I ) yield on on

P̂J,(m)(I ), but it not obvious that these are compatible with the
given m-PD-structure of R. For this we need a further assumption
on J.

I Let A′ = A/I . Then there is an ideal J ′ ⊂ A′ and an n such
that pn+1 ∈ J ′ and

JP(m)(IAn) = σ(J ′)P(m)(IAn).
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With this hypothesis one can show that for n� 0 the
m-PD-structure on PJn,(m)(I ) is compatible with the one on R.

Passing to the limit we get an m-PD-structure (Î •, Î ◦, [ ]) on
P̂(m)(I ).

It has the same sort of universal property analogous as
P(m)(I ): if A′ is an adic R-algebra with an m-PD-structure
compatible with the given on on R, any continuous homomorphism
A→ A′ factors uniquely through an m-PD-morphism
P̂(m)(I )→ A′.

The m-PD-rings PJ,(m)(I ) globalize easily. Thus with our
previous notation, if we are given ideals I, J ⊂ OX satisfying
global version of the previous assumptions, there are
quasi-coherent OXJ -algebras PJ ,(m)(I) endowed with
m-PD-structures, and the m-PD-structure of PJ n,(m)(I) is
compatible with that of S for n� 0. As before P(m)(I) is defined
as the inverse limit of the PJ n,(m)(I) over n.

This procedure applies to the diagonal ideal of the k + 1-fold
fiber product XS(k), and the resulting sheaves of rings are denoted
by PX/S,(m)(k). As usual we set PX/S,(m)(1) = PX/S,(m)
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A coherent left D̂(m)
X/S-module M is topologically

quasi-nilpotent if for every m-bilateralising ideal of definition
J ⊂ OX the operators ∂〈K〉(m) for |K | > 0 act nilpotently on the
module M/JM; this condition is independent of the choice of local
coordinates.

In fact M is topologically quasi-nilpotent if and only if the
m-PD-stratification on M extends to an m-HPD-stratification, i.e.
an isomorphism

M ⊗̂
OX
PX/S,(m)

∼−→ PX/S,(m) ⊗̂
OX

M

satisfying the usual conditions: it reduces to the identity on the
diagonal and its three pullbacks to PX/S,(m)(2) satisfy the cocycle
condition.
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A topologically quasi-nilpotent left D̂(m)
X/S has the following

important invariance condition.

Suppose f , g : Y → X are two
S-morphisms which are “congruent modulo a” in the sense that if
i : Y0 → Y is the closed immersion defined by aOY , then
f ◦ i = g ◦ i . There is a canonical isomorphism

τf ,g : g∗M
∼−→ f ∗M

and the system of isomorphisms so obtained is transitive. If Y → S
is quasi-smooth, τf ,g is linear for the natural D̂(m)

Y/S-module

structures of f ∗M and g∗M.
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Tubes

We now describe formal versions of the closed tubes that are
used in rigid cohomology. In [DModsAdic] we gave a construction
that is mainly useful when the base S is a p-adic formal scheme.

A more general construction exploits the classical Proj
construct in a formal setting. We fix an adic noetherian formal
scheme X , an ideal of definition J ⊂ OX and a N-graded
OX -algebra E = ⊕`E` with the following properties:

I Each E` is a coherent OX -module;

I The sheaf of rings E is locally finitely generated.

It follows that the rings of local sections of E0 and E are
noetherian.
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Then

Proj(E) = lim−→
n

Proj(E ⊗OX (OX /Jn+1))

is an adic noetherian formal scheme. When X = Spf(A) is affine
and E = Γ(X , E), the underlying point set of Proj(E ) is the set of
homogenous prime ideals not containing E+ = ⊕`>0E` and open
for the J-preadic topology.

As in the algebraic case Proj(E ) has a
basis of open sets of the form D+(f ) = Proj(E ) \ V+(f ) where f
runs through all homogenous elements of E of positive degree.
The sections of OProj(E) on D+(f ) are the elements of the
completion of the degree zero part of the localization Ef , which we
denote by E(f ).

The usual properties of Proj relative base change and
functoriality extend immediately to the formal case.
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Suppose now S is an adic formal Zp-scheme with an
m-PD-structure (a, b, γ) and X → S is quasi-smooth. In addition
to the previous assumptions on E we suppose that the following is
given:

I Each E` has a left D̂(m)
X/S-module structure;

I For all `, m ≥ 0 the morphism E` ⊗ Em → E`+m is horizontal.

If π : Proj(E)→ X is the structure morphism we will show that

OProj(E) has a natural left π−1(D̂(m)
X/S) module structure

compatible with its π−1(OX )-algebra structure. In the affine case
X = Spf(A), S = Spf(R) this amounts to giving each E(f ) a left

D̂
(m)
A/R -structure compatible with its A-module structure.



Suppose now S is an adic formal Zp-scheme with an
m-PD-structure (a, b, γ) and X → S is quasi-smooth. In addition
to the previous assumptions on E we suppose that the following is
given:

I Each E` has a left D̂(m)
X/S-module structure;

I For all `, m ≥ 0 the morphism E` ⊗ Em → E`+m is horizontal.

If π : Proj(E)→ X is the structure morphism we will show that

OProj(E) has a natural left π−1(D̂(m)
X/S) module structure

compatible with its π−1(OX )-algebra structure. In the affine case
X = Spf(A), S = Spf(R) this amounts to giving each E(f ) a left

D̂
(m)
A/R -structure compatible with its A-module structure.



Suppose now S is an adic formal Zp-scheme with an
m-PD-structure (a, b, γ) and X → S is quasi-smooth. In addition
to the previous assumptions on E we suppose that the following is
given:

I Each E` has a left D̂(m)
X/S-module structure;

I For all `, m ≥ 0 the morphism E` ⊗ Em → E`+m is horizontal.

If π : Proj(E)→ X is the structure morphism we will show that

OProj(E) has a natural left π−1(D̂(m)
X/S) module structure

compatible with its π−1(OX )-algebra structure. In the affine case
X = Spf(A), S = Spf(R) this amounts to giving each E(f ) a left

D̂
(m)
A/R -structure compatible with its A-module structure.



Suppose now S is an adic formal Zp-scheme with an
m-PD-structure (a, b, γ) and X → S is quasi-smooth. In addition
to the previous assumptions on E we suppose that the following is
given:

I Each E` has a left D̂(m)
X/S-module structure;

I For all `, m ≥ 0 the morphism E` ⊗ Em → E`+m is horizontal.

If π : Proj(E)→ X is the structure morphism we will show that

OProj(E) has a natural left π−1(D̂(m)
X/S) module structure

compatible with its π−1(OX )-algebra structure. In the affine case
X = Spf(A), S = Spf(R) this amounts to giving each E(f ) a left

D̂
(m)
A/R -structure compatible with its A-module structure.



For ` ≥ 0 let

χ`n : Pn
A/R,(m) ⊗A E` → E` ⊗ Pn

A/R,(m)

be the m-PD-stratification corresponding to the left D̂
(m)
A/R -module

structure and let
θ`n : E` → E` ⊗ Pn

A/R,(m)

be the induced right-linear map.

Lemma
For any homogenous e ∈ E`, θ

`
n(e) is invertible in

(E ⊗A Pn
A/R,(m))f .

In fact in (E ⊗A P r
A/R,(m))f we can write

θ`n(e) = e

1 +
∑

0<|K |<n

∂〈K〉(m)(e)

e
⊗A ξ

{K}(m)


and it suffices to observe that ξ{K}(m) for |K | > 0 is nilpotent in
Pn
A/R,(m).



For ` ≥ 0 let

χ`n : Pn
A/R,(m) ⊗A E` → E` ⊗ Pn

A/R,(m)

be the m-PD-stratification corresponding to the left D̂
(m)
A/R -module

structure and let
θ`n : E` → E` ⊗ Pn

A/R,(m)

be the induced right-linear map.

Lemma
For any homogenous e ∈ E`, θ

`
n(e) is invertible in

(E ⊗A Pn
A/R,(m))f .

In fact in (E ⊗A P r
A/R,(m))f we can write

θ`n(e) = e

1 +
∑

0<|K |<n

∂〈K〉(m)(e)

e
⊗A ξ

{K}(m)


and it suffices to observe that ξ{K}(m) for |K | > 0 is nilpotent in
Pn
A/R,(m).



For ` ≥ 0 let

χ`n : Pn
A/R,(m) ⊗A E` → E` ⊗ Pn

A/R,(m)

be the m-PD-stratification corresponding to the left D̂
(m)
A/R -module

structure and let
θ`n : E` → E` ⊗ Pn

A/R,(m)

be the induced right-linear map.

Lemma
For any homogenous e ∈ E`, θ

`
n(e) is invertible in

(E ⊗A Pn
A/R,(m))f .

In fact in (E ⊗A P r
A/R,(m))f we can write

θ`n(e) = e

1 +
∑

0<|K |<n

∂〈K〉(m)(e)

e
⊗A ξ

{K}(m)


and it suffices to observe that ξ{K}(m) for |K | > 0 is nilpotent in
Pn
A/R,(m).



Since Pn
A/R,(m) is a finite A-module there are isomorphisms

(E ⊗A Pn
A/R,(m))(f ) ' E(f ) ⊗A Pn

A/R,(m).

Then the lemma allows us to extend θ`n to a ring homomorphism

θn : E(f ) → E(f ) ⊗A Pn
A/R,(m).

by setting
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θn(f )k
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It is easily checked that this is well-defined
and that the θn satisfy all of the properties required to define an
m-PD-stratification on B(f ) = Γ(D+(f ),OProj(E)), i.e. a left

D̂
(m)
A/R -module structure. One then checks that this construction is

consistent with patching and we get a left π−1(D̂(m)
X/S)-module

structure on OProj(E).
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If E is quasi-nilpotent as a left D̂
(m)
A/R -module, the θn extend to
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A
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defining an m-HPD-stratification on E(f ), i.e. the D̂
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A/R -module

structure is quasi-nilpotent. We could say that the left

π−1(D̂(m)
X/S)-module structure of OProj(E) is quasi-nilpotent.

Suppose φ : E → F is a graded morphism of graded
OX -algebras and let G (φ) be the complement of V+(φ(E)). We
denote by

aφ : G (φ)→ Proj(E)

the morphism over X induced by φ. If E and F both satisfy our
earlier assumptions and φ horizontal, the induced morphism

aφ∗OProj(E) → OG(φ)

is also horizontal.
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Admissible Blowups

Suppose now I ⊂ OX is an open ideal. We can apply the Proj
construction to the graded OX -algebra

BI =
⊕
`≥0

I `

and we set
XI = Proj(BI ).

For I ′ ⊆ I the evident morphism φ : BI ′ → BI induces a morphism
G (φ)→ XI ′ for some open G (φ) ⊆ XI .

The blowup XI → X has the same universal property as in the
algebraic case.

Suppose now X → S is quasi-smooth and S has an
m-PD-structure. If I ⊂ OX is m-bilateralising, BI has a

quasi-nilpotent left D̂(m)
X/S-module structure.
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For any x ∈ I we denote by x̄ the element x viewed as a
homogenous elements of BI of degree 1.

Similarly for any subset
S ⊆ I , by S̄ is the graded ideal of BI generated by x̄ for all x ∈ S .

Suppose now c ⊂ S is an ideal such that cOX ⊆ I . The
formal scheme

XI ,c = XI \ V+(cOX ).

is the largest open subscheme of XI such that the ideal IOXI
is

locally generated by a local section of c. In the affine case, if
c = (c1, . . . , cr ) then the D+(c̄i ) for 1 ≤ i ≤ r cover XI ,c.

When X is affine we denote by X [I ]c ⊂ XI ,c the closed formal
subscheme whose ideal is the ideal of c-torsion elements, i.e. local
sections x such that ckx = 0 for some k > 0. When I ⊂ OX is
m-bilateralising, the left π−1(D̂(m)

X/S)-module structure on OXI

induces similar structures on OXI ,c
and OX [I ]c .
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When X = Spf(A) and c = (c) is principal, X [I ]c = D+(c) is
affine. If we set

C = A[Tf , f ∈ I ]/(cTf − f , f ∈ I )

and let C̃ be the quotient of C by its c-torsion subring, the affine
ring of X [I ]c is the completion of C̃ in the JC̃ -adic topology.

Suppose now S = Spf(V) for some completed discrete
valuation ring of mixed characteristic p > 0, (a, b, γ) is
((π), (p), [ ]) where (π) ⊂ V is the maximal ideal and [ ] are the
canonical divided powers of (p). Let Y = Spf(A) be an affine
smooth formal V-scheme, and let X be the completion of Y along
an open ideal I ⊂ A. If we take c = (p), the above description of
X [I ]c shows that X [I ]c is of finite type over V and the analytic
space X [I ]anc associated to X [I ]c is the locus of |f | ≤ |p| for all
f ∈ I .
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Suppose f : X → X ′ is a morphism of adic formal S-schemes.
If I ⊆ OX and I ′ ⊆ OX ′ are open ideals such that I ′OX ⊆ I , there
is a unique morphism fc : X [I ]c → X ′[I ′]c over f . Since cOX ′ ⊆ I ′

this follows from the functoriality of blowups. We can apply this in
the case X ′ = X , so that when I ′ ⊆ I there is a natural
X -morphism X [I ]c → X [I ′]c.

If f : Y → X is a flat morphism of noetherian formal
S-schemes there is a canonical isomorphism

Y ×X X [I ]c
∼−→ Y[IOY ]c (1)

natural in f : Y → X and transitive for pairs of composable
morphisms f : Y → X , g : Z → Y. This follows from the standard
base-change properties of blowups.
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An important case when c = b is the PD-ideal in the
m-PD-structure (a, b, γ) of S. Then (a, b, γ) extends uniquely to
an m-PD-structure (a + IOX [I ], IOX [I ], γX ) on X [I ]b itself.

Since
IOX [I ] is locally principal and locally generated by an element of b,
this can be proven in the same way one shows that a PD-structure
on a principal ideal of R extends uniquely to any R-algebra.

If j ⊂ OS is an ideal containing b then the same goes for S
and j: the m-PD-structure (a, b, γ) extends uniquely to an
m-PD-structure (a + IOS[j], IOS[j], γS) on S[j]b. Then
X [I ]b → S[j]b is an m-PD-morphism and the m-PD-structures on
X [I ]b and S[j]b are compatible.



An important case when c = b is the PD-ideal in the
m-PD-structure (a, b, γ) of S. Then (a, b, γ) extends uniquely to
an m-PD-structure (a + IOX [I ], IOX [I ], γX ) on X [I ]b itself. Since
IOX [I ] is locally principal and locally generated by an element of b,
this can be proven in the same way one shows that a PD-structure
on a principal ideal of R extends uniquely to any R-algebra.

If j ⊂ OS is an ideal containing b then the same goes for S
and j: the m-PD-structure (a, b, γ) extends uniquely to an
m-PD-structure (a + IOS[j], IOS[j], γS) on S[j]b. Then
X [I ]b → S[j]b is an m-PD-morphism and the m-PD-structures on
X [I ]b and S[j]b are compatible.



An important case when c = b is the PD-ideal in the
m-PD-structure (a, b, γ) of S. Then (a, b, γ) extends uniquely to
an m-PD-structure (a + IOX [I ], IOX [I ], γX ) on X [I ]b itself. Since
IOX [I ] is locally principal and locally generated by an element of b,
this can be proven in the same way one shows that a PD-structure
on a principal ideal of R extends uniquely to any R-algebra.

If j ⊂ OS is an ideal containing b then the same goes for S
and j: the m-PD-structure (a, b, γ) extends uniquely to an
m-PD-structure (a + IOS[j], IOS[j], γS) on S[j]b. Then
X [I ]b → S[j]b is an m-PD-morphism and the m-PD-structures on
X [I ]b and S[j]b are compatible.



The formal fibration theorem

In its simplest form this says the following.

Suppose we are
given a commutative diagram

X ′

f
��

X0 u
//

u′
>>

X

in which X0 is a scheme, f is open, surjective and quasi-smooth of
formal dimension d , and u, u′ are closed immersions. Let I ⊂ OX ,
I ′ ⊂ OX ′ be the ideals corresponding to u and u′. Then the
morphism fc : X ′[I ′]c → X [I ]c induced by f is an affine space
bundle of relative dimension d . In particular, it has a section.
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More generally, suppose we are given a filtered inductive
system of diagrams indexed by α ∈ S

X ′

f
��

Xα uα
//

u′α

>>

X

in which the Xα are closed subschemes with the same reduced
closed subscheme.

Let Iα, I ′α be the ideals corresponding to uα and
uα′ . Then for all α, the induced morphism fα : X ′[I ′α]c → X [Iα]c is
a d-dimensional affine space bundle and locally on X there are
systems of sections sα : X [Iα]c → X ′[I ′α]c such that

X ′[I ′α] //

fα
��

X ′[I ′β]

fβ
��

X [Iα] //

sα

JJ

X [Iβ]

sβ

TT

commutes for all α ≤ β.
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Suppose now I ⊂ OX is m-bilateralising. If π : X [I ]c → X is
the structure map we have seen that OX [I ]c has a natural left

π−1D̂(m)
X/S-module structure, and it makes sense to define

D̂(m)
X [I ]c/S = OX [I ]c ⊗̂

π−1(OX )
π−1(D̂(m)

X/S)

(the notation is merely symbolic since X [I ]c → S is not
quasi-smooth).

Since OX [I ]c is topologically quasi-nilpotent and its

ring structure is compatible with its left π−1(D̂(m)
X/S)-module

structure, D̂(m)
X [I ]c/S has a natural ring structure such that the

evident maps OX [I ]c → D̂
(m)
X [I ]c/S , π−1(D̂(m)

X/S)→ D̂(m)
X [I ]c/S are ring

homomorphisms.
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A left D̂(m)
X [I ]c/S-module is the same as an OX [I ]c-module with

with a compatible left π−1(D̂(m)
X/S)-module structure. We will say it

is topologically quasi-nilpotent if it is so as a left
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m-PD-stratification. We first recall the sheaf of rings PX/S,(m)(r)
which has r + 1 OX -module structures, which we denote by
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(again this is just symbolic). As usual when r = 1 we omit (r).
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The fact that OX [I ]c is a topologically quasi-nilpotent left

π−1(D̂(m)
X/S)-module amounts to the existence of an isomorphism

χ[I ]c : p∗1X [I ]c
∼−→ p∗0X [I ]c

which in a suitable sense restricts to the identity on the diagonal
and satisfies a cocycle condition.

Then for any J-adically complete OX [I ]c-module M, a

topologically quasi-nilpotent left D̂(m)
X [I ]c/S-module structure on M

is equivalent to an χ[I ]c-semilinear isomorphism

χ : p∗1X [I ]c ⊗̂
OX [I ]c

M
∼−→ p∗0X [I ]c ⊗̂

OX [I ]c

M.
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Recall the setup: X → S is quasi-smooth, (a, b, γ) is a
m-structure on S and I ⊂ OX is m-bilateralising.

We denote by
CM(m)(X [I ]) the category of topologically quasi-nilpotent left

D̂(m)
X [I ]b/S-modules that are coherent as left OX [I ]b-modules (and

therefore coherent as left D̂(m)
X [I ]b/S-modules). The category

CM(m)(X [I ]) has the following important invariance property.
Suppose we are given a commutative diagram

X ′

f
��

X ′[I ′]b
fb
��

oo

X0 u
//

u′
??

X X [I ]boo

in which f is quasi-smooth, open and surjective, and u, u′ are
closed immersions. Suppose furthermore that the ideals I , I ′

associated to u, u′ are m-bilateralising.
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Theorem
The functor

f ∗b : CM(m)(X [I ]b)→ CM(m)(X ′[I ′]b)

is an equivalence of categories.

The assumptions on f allow us to invoke the formal fibration
theorem, so locally the induced map fb on tubes has a section s.
Since the categories CM(m)(X [I ]b), CM(m)(X ′[I ′]b) are of local
nature we may assume s exists globally. Clearly s∗ ◦ f ∗b ' id∗X .
That f ∗b ◦ s∗ ' id∗X ′ follows from the invariance property of

coherent quasi-nilpotent left D̂(m)
X/cX -modules mentioned earlier. In

fact s ◦ fb and idX ′ , while not equal, are nonetheless congruent
modulo I ′, and thus congruent modulo a.

There is a similar result for the categories CM(m)(X [I ])Q,
CM(m)(X ′[I ′])Q of objects up to isogeny.
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Isocrystals on X/S

For the moment let S be any locally noetherian scheme and
X , Y locally noetherian formal S-schemes. We will say that an
S-morphism f : X → Y is bounded if it is quasi-compact, and
locally on X and Y there is a quasi-smooth formal S-scheme P
such that f factors

X i−→ P ×S Y
p2−→ Y

where i is a closed immersion and p2 is the projection.

This
category of morphisms is stable under composition, base change
and fiber products. We will say that X is a bounded formal
S-scheme if the structure morphism is bounded.
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Suppose now X is a bounded S-scheme (not formal). We will
assume for simplicity that the structure morphism factors globally
as X → P → S with P → S quasi-smooth; the general case can
be handled by simplicial techniques.

Let I be the ideal of the closed immersion X → P. If P̂ is the
I -adic completion of P, P̂ → S is also quasi-smooth. Replacing P
by P̂ we may assume that I is an ideal of definition of P, and then
X → P is a homeomorphism. Set

In = I (p
n+1) + pOP .

For n ≥ m, In is n-bilateralising. For n′ ≥ n let

in′n : X [In]b → X [In′ ]b

be the natural morphism. We denote by Xn the closed subscheme
of P defined by In.
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We denote by Isoc(X/S,P) the following category:

I Objects are systems (Mn, fnn′) where Mn for n ≥ m is an
object of CM(n)(P[In])Q and for n′ ≥ n the

fnn′ : i∗n′nMn′
∼−→ Mn

are a transitive system of isomorphisms horizontal for the left

D̂(n)
X [In]/S-module structures.

I A morphism (Mn, fnn′)→ (Nn, gnn′) is a system of horizontal
morphisms Mn → Nn compatible with the fnn′ and gnn′ .
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If
P ′

f
��

X u
//

u′
>>

P

is commutative there is an evident functor
f ∗ : Isoc(X/S,P)→ Isoc(X/S,P ′). Since u and u′ are
homeomorphisms so is f , which is thus surjective and open.

The
formal fibration theorem can then be applied to the inductive
system of the Xn and the corresponding diagrams, and shows that
f ∗ is an equivalence of categories. It follows that the category
Isoc(X/S,P) is independent up to canonical equivalence of the
choice of P.

This allows us to extend the construction to the case when
the factorization X → P → S exists only locally. We denote the
resulting category by Isoc(X/S). It is of local nature on X and
functorial in X → S.
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Suppose finally that V is a complete discrete valuation ring of
mixed characteristic p and S = Spf(V) and X is of finite type over
the residue field of V. The construction of Isoc(X/S) as above is
equivalent to the category of the same name constructed in
[DModsAdic]. It follows that Isoc(X/S) is equivalent to the
category of convergent isocrystals on X .

Thank you.
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