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There are many types of algebras that arise as generalizations of

cluster algebras .
-4]

LP algebras#re one such generalization , where the hallmark binomial

exchange relations of ordinary cluster algebras are replaced by irreducible

polynomials .

[I] " cluster Algebras I-IV
"

,
Fomin &Zelellinsky

[2) " Laurent phenomenon algebras
"

,
Lam & Pylyavskyy



Why study LP algebras ?

• Some interesting combinatorial recurrences occur as exchange relations of

LP algebras , including the Gale
- Robinson sequence , the Somos sequences (n≤71 ,

and the cube recurrence .

• some LP algebras arise naturally as coordinate rings of electrical Lie groups .
"]

• Other generalizations of cluster algebras
,

like Chekhov - Shapiro algebras ,

appear as special cases .

◦ Some of the structural features of cluster algebras
extend to LP

algebras , including the Laurent Phenomenon .

A natural Question : What can we say about positivity ?

El] an example appears in
" Laurent Phenomenon algebras

"



Graph LP algebras
"]
are a subclass of LP algebras

"]
with a nice combinatorial

definition in terms of graphs .

If we want to eventually think about positivity for LP algebras
,

we

might start by studying Graph LP algebras where we can take

advantage of this more concrete structure .

To define Graph LP algebras, we'll need descriptions of :

◦ Cluster variables

• clusters

• exchange relations

[I]
"
Linear Laurent Phenomenon Algebras

"

,
Lam & Pylyaiiskyy

[2]
"

Laurent Phenomenon Algebras
"

,
Lam & Pylyailskyy



Given a simple graph G with vertices labeled by [n] = { 1, . . . ,n} ,

we can define the cluster variables in terms of nested collections of

vertex subsets
.



Given a simple graph G with vertices labeled by [n] = { 1, . . . ,n} ,

we can define the cluster variables in terms of nested collections of

vertex subsets
.

:

É .%!
-

✗ no pairs of subsets ✗ no disconnected

✗ no pairs of subsets Ii , I; With
non-trivial subsets

Ii
, Ij that contain

symmetric difference
adjacent vertices ,
unless Ii ≤ I; or I;≤ Ii



Given a simple graph G with vertices labeled by [n] = { 1, . . . ,n} ,

we can define the cluster variables in terms of nested collections of

vertex subsets
.

Examples :

F- ⑤ ↑
•
2÷¥⑧ 4•s ⑤

{ I }
,
{ 1,3}

,

{113,4}
,

{433,4} {2}
,
{1,2} {23

,

{33,34 }

✓ all of these are valid nested collections



Given a graph P with vertices labeled by [n] , each connected

Vertex subset I ≤ VCP) corresponds to a cluster variable YI .

For each it [n]
,

there is an additional cluster variable Xi .

E has cluster variables : Xi
,
X2

,
✗3

,
✗4
,

y
, ,

Yi
,
Yz

,
43

,
44

,

712
,
423,424

423
,
YIZY

,
4234

41234



Given a graph P with vertices labeled by [n] , each connected

Vertex subset I ≤ 11 (P) corresponds to a cluster variable II.

For each it [n]
,

there is an additional cluster variable Xi . )
L

Nite : For disconnected I, we'll

!} define YI as

YI=YI
,
' "YIK

where I,, . . . . It are the
connected components of I

4
/ }

In general , the collection of all cluster variables of P is

{ Xi }ie[n] u { Y± : I ≤ n is connected}



A graph T with n vertices has clusters of size n of the form

{ Xi . , . . . . ✗in } u { Ys : Ses}
E
S is a maximal nested

collection of subsets on

In]/ {ii. . . . .ir}

E-xampiesn-EEEE.es :

2¥
,/
maximal

,/ maximal✗
Oh {2,3 , -1}

on {1,213,4}



Rooted Clusters

Given a tree ↑
,

choose a toot V.

We can think of P as a poset , with 4 as the maximal element and

cover relations given by the edges of 1?

• 1

⇔

.

"

.÷! , 1 3 4

11 = 7- 11=3 4=4



•y4•y
1

D8⑥;¥¥.
:*4.0%0

11 = 7- 11=2 11=3 4=4

Let I
×

= { elements = × in the poset with maximal element v}

Then each v corresponds to a unique rooted cluster ex = { I"≤×}×, ,n]
We'll often abbreviate I-="✗ as just Ix .



Rooted Sets

A set S is rooted with respect to a maximal nested collection I if

there exists some YES such that for all i. j E S ,

Ii ≤ I; ⇔
the path from i to ×

passes through j

q
'

All sets are rooted with

respect to a rooted cluster
.•\• ( just take × to be the toot ! )



Rooted Sets

A set S is rooted with respect to a maximal nested collection I if

there exists some YES such that for all i. j E S ,

Ii ≤ I; ⇔
the path from i to ×

passes through j

Other clusters may have some

sets that are tooted
with respect

to them and 5 nine that are not.

{ 1,2, 3} is rooted with respect to @ .

( take 11=2)



Rooted Sets

A set S is rooted with respect to a maximal nested collection I if

there exists some YES such that for all i. j E S ,

Ii ≤ I; ⇔
the path from i to ×

passes through j

Other clusters may have some

sets that are tooted
with respect

to them and 5 nine that are not.

{ 2. .
4,5 } is net rooted with respect to e.



To define a Graph LP algebra , we also need some definition of an

exchange relation .

In fact
,
there are two types of exchange relations .

1
.
We can exchange Xi with Ys⑦ i for its if Sti is compatible withS

-

this is the connected component of Su{i}

that contains i.

÷⑤ '
i= .

' ÷f
& = { V3

,
4,3

,
ya, ×,}

5={42/3}

s@ i = {112174}

2
'
= { 43,413,41231%23" }



To define a Graph LP algebra , we also need some definition of an

exchange relation .

In fact
,
there are two types of exchange relations .

2. We can exchange Ys⊕i with Ys⑤j for i. jets and i≠j , if

s⊕i is compatible with St { s⊕j } .

i=2

j = 1

go
2

s = {3}

I 1
S⑤ i = { 2}

"
/\•⑤ s⑤j = {1,3}

L = { 43,413,423
,

Xy} L = { V3
, 42,423 , ✗4}



The precise exchange relations require some notation that we're not

going to define
.

However
,
I will include them just in case you're curious :

Lenya : ( Lam- Pylyavskyy ,
2016)

& PÉ×; + £ Psi' Aj
✗ iYs④ i = j¢siJ for i ¢ S

Ys -0 i

Ys⑦ i Ys⑤,
= %iPÉʰ for i. jets and i≠j

Ys⊖iYs⊖j



The story so fat . . .

Given a simple graph P with vertices labeled by [n]
,

the associated Graph LP

algebra is defined over the ground ring Z [A , , . . .

,
An] and we have the dictionary :

vertex i of M cluster variable Xi

connected subset <→ Ys
s ≤ 11117)

a nested collection a cluster {Xia
,
. . . ,
Xie}u{ Ys : SES}

of vertex subsets

exchange → ✗ i for
"↳④ i

( as described)
relations Ys④; for Ys⊕i



COIN : ( Lam- Pylyilaskyy ,
2016)

Every cluster variable of 1- p Can be written as a Laurent polynomial

with positive coefficients in terms of any cluster.

Natural Question : What tools could we use to approach this conjecture?

One idea - maybe we can
draw on the observation

,

made by Lam and Pylyvaskyy ,
that 1-pn can

be identified with the ordinary cluster algebra

of type An-1
.



Here's the basic idea :

i.

'

24
200
'

3 ④
,

⇔ ⇔
4 o

I
5 ① 5 Ys

I
6 • 4123456

÷

T
' T

'



Observe : Arcs on the surface that aren't compatible with the

triangulation correspond to incompatible vertex subsets of 1?

i.

'

I.% "

on• :!i4 o

⇔ ⇔

.

s ↓
6 • 6 o 4123456

6
'

↓



For cluster algebras of type Ah ,

there are many combinatorial gadgets

that can be used to prove positivity .

" T- paths
"

(Schiffer)

Hyper T- paths for

Rooted Clusters :÷÷É: """""":* :-.
"

snake Graphs
"

( Musiker, Schiffer ,)Williams

snake Graphs for Graph LP Algebras : In progress



The only thing I'm going to say about T- paths is that we proved :

theorem :(Banaian - Chepuri - k -Zhang ,
2021)

Let T be a tree and e be a rooted cluster on 1?

If s≤ VCP) is connected , then

1

Is = { wth)

where the sum is over complete hyper T-paths ✗ for S .

Corollary : /Banaian - Chepuri
- k

.

-Zhang , 2021 )

For any S ≤ VCT)
,
Ys can be written as a Laurent

polynomial with positive coefficients in terms of any

rooted cluster E .

and if you'd like to know more, you can look at arXiv 2107.14785 !



Snake Graphs
"

Each crossing of 2 is encoded by a square tile :

43

¥
423 Y,

%ii.¥ : + +

[ "423

the + indicates that the

tile orientation matches the

surface . We can also draw it

with the opposite orientation.

It] ' '

Positivity for Chester Algebras from surfaces
"

: Musiker
,
Schiffer, &Williams



Snake Graphs
"

Each crossing of 2 is encoded by a square tile :

43

¥
423 423

%

+ .

:

It] ' '

Positivity for cluster Algebras from surfaces
"

: Musiker
,
Schiffer, &Williams



Snake Graphs
"

Each crossing of 2 is encoded by a square tile :

43 V3

Yz Y '53Y' 423 ④ 4123 =

4123:* + .

Yi Yi

we then glue tiles together , using alternating
tile orientations

,
in the order

'

of the crossings

of 0.

It] ' '

Positivity for Chester Algebras from surfaces
"

: Musiker
,
Schiffer, &Williams



theorem:(Musiker - Schiffer - Williams , 2011)

consider a surface with triangulation T and T & T
.

Let Go, -1 be the snake graph corresponding to 2. Then

✗r
= ⇒-y, I ✗ CPI

p

where the sum runs over perfect matchings of GMT .

V3 V3 V3

Yi 43 Yi 43 Yi 43
4123 423 4123

Yi Yi Yi

Ya = [ Tizz + Y3 +



For the rest of the talk ,
we'll consider trees

.
Now

,
vertex subsets may have

more than two neighbors and we can have hyperedges in T !

↑
"

⇒

" .



Why trees ?

We can take some inspiration from the path graph . . .

[snake graph for { 4}

We choose an incompatible neighboring set , Yiz ,

"" """""" ⇒ %,

and a vertex 2 in that set that 's adjacent to 4 .* Let

B. :=/ leaves i of T
'

such that i → 4} = { 11,3 ' }
passes through 2

E := { all other leaves of T
' } = { 4' }



Then look at the collection of path graphs Pi , ; where it B
= { i. 3

'

} and

j c- E- = { 4
' } and construct corresponding triangulated polygons Ti, ; .

↑
"



Then look at the collection of path graphs Pi , ; where it B
= { i. 3

'

} and

j c- E- = { 4
' } and construct corresponding triangulated polygons Ti, ; .

2

s
4

↑ 41234

"



Then look at the collection of path graphs Pi , ; where it

1,3
= { is

'

} and

2

;ee=ri } and ⇔'m" """"""" """"""

.

,

ˢ" "

↑ 41234 1
'

µ

.!



Then look at the collection of path graphs Pi , ; where it B
= { i. 3

'

} and

j c- E- = { 4
' } and construct corresponding triangulated polygons Ti, ; .

z
2

4

3 :
"

¥ 4 '
± iiinh.si

41234 4
'

1
'

T

,

* we,n+◦n⇔.⇔a,⇔
is determined by a condition based

on the labels of the separated arcs



"^ "°" " +" """"°" "" " "" °"" " ᵗ " = """ "°"

j c- E- = { 4
' } and construct corresponding triangulated polygons Ti, ; .

2

1-4
3
'

'am,
y
'

±Ñihg " '

We then construct component snake graphs as usualµ
,

ana.ue.nemt.aa.a.nmea.mp.si.sna.eg.a.no. .

4_
2 4- zt"

1-2ii://i.it?.-::tF::l::=-i¥tmmÉmm1
y

?_-
y

'4234 §hÉ?gy 41234 \
→ʰ

4.



When we identify two vertices with the same label that have different edges

in the same direction
,

that vertex picks up a + .

A vertex with K
"
+
"

s is allowed to have valency anywhere from 1 to K - 1
.

4-2+ 4-zt

""
i.

ii.;!!
"

km¥tTg%mn÷? 41234 \41234 \

and we get the expansion 44 = yzg[ % ≥ + Yi Yi231-4234 ]



To see the Other possible type of valency requirement in the composite snake

graph ,
we'll look at another cluster.

' Let's construct 62
.

Choose incompatible neighbor 1, so B
= { 1' }

,
E = { 31,4 ' }

.

2a
÷

.

g.gym ,, y,
yy

,

e={44,43
,

Yi
,
Yi234}

2

:

I 2 I 2



4

"jHY Thingy Yu Y 4
'

⊕ =

thin"#
1- 2.+

2 I 2

When we identify two vertices with the same label i that are incident to

different diagonals in this way ,
we decorate that vertex with l-1

,

where l is the number of neighbors of i in Ii
.

Here
,
Iz = { 1,213,4 }

I =3



Lenya : (Banaian - Chepuri - k .

-Zhang , 2022+1

Let I be any maximal nested collection on a tree P
.

Then for any i C- 11 (P )
,

Yi = -1 ¥,
wt /P )

l (Gi)

Where l(Gi) is the product of the diagonal labels of Gi

and the summation is over all allowed matchings .



Next
,
We would like to construct Gs

,
Where s = {si

,
. . . .sk} is a connected

vertex subset .

One strategy for constructing Ys is to construct and glue together

the Singleton snake graphs Gs
, ,

. . .

,
Gse .

One helpful fact -

Proposition:( Banaian - Chepuri- k .

- Zhang , 2022+1

If j is a neighbor of i , then Gi contains a unique edge i -j .



In our first example ,
"

"

.



In our first example ,
4- zt

1
' -¥

"

"¥
"

! it÷ " a



4- z

'Tth i¥
""

YÉJ, ! it

±

⇔ . .⇔⇔⇔+. " ""

64 G-
2

"

iii. I412 f-
4 z

'Ti."
Yizy§Ñ



In our second example ,
what if we wanted to construct G{ 1,2} ?

4

Now
,
Ya is already in

OUT cluster so we can't
Y, 4

'

±
. really construct

" Gii
..÷•¥•÷

,

Mitt.
1- 2.+

Gz

Instead
,
We : • remove the diagonal Y, and everything on the "

opposite
"

side of it from the internal edge YIZ = 71234
.

• reduce the valence of the vertex 2 that was

incident to the diagonal Yi by one
.



In our second example ,
what if we wanted to construct G{ 1,2} ?

4

Now
,
Ya is already in

OUT cluster so we can't
Y, 4

'

±
. really construct

" Gii
.÷§!¥

,

"Ha
2011-1

Gz

Instead
,
We : • remove the diagonal Y, and everything on the "

opposite
"

side of it from the internal edge YIZ = 41234
.

• reduce the valence of the vertex 2 that was

incident to the diagonal Yi by one
.



In our second example ,
what if we wanted to construct G{ 1,2} ?

4 4

cuz
# / "'

z

# / '"ymnY /() Y. / hÉTY¥4' Y. / hÉTY¥4' k it
'

µ

;¥÷
,
,

±" ± ±.±÷

43 / 43 / 43 /
2011-1 201+1 201+1

Instead
,
We : • remove the diagonal Y, and everything on the "

opposite
"

side of it from the internal edge YIZ = 41234
.

• reduce the valence of the vertex 2 that was

incident to the diagonal Yi by one
.



theorem : (Banaian - Chepuri - k .

- Zhang ,
20221-1

For any maximal nested collection I and rooted set S
,

Ys = 1¥ & wtcp)
P

where Gs is the snake graph Obtained by gluing .

Gordy : (Banaian - Chepuri - k .

- Zhang , 2022+1

For any maximal nested collection I and tooted

set S
,
Ys can be expressed as a Laurent

polynomial in ≈ with positive coefficients .



Wrapping up loose ends . . .

In general , we know how to :

• Glue Gi and Gj when j is the only vertex that covers i in P≈ .

• " Adjoin
"

Sets from ≈ .

In progress :

• Gluing for weakly rooted sets (and beyond? )
-

Vertices i , ; meet the
condition for being in a rooted set

OR are both in some I C-I .

• Another method of constructing
Gs (" growing snakes

" )

This has some advantages & some disadvantages compared
to

the gluing method .



Thanks !
(and HAPPY BELATED 60ᵗʰ BIRTHDAY
to Professor Bernard Leclerc ! )



( exchange
relation)notationAppendix



The actual exchange relations require a little bit more notation

to state .

Let Si : = { Sui }

5 ④ i be the connected component of Si containing i

s ⊖ i : = Si / ( Sti ) i.e.
,
the connected components of S that

do not contain i.

3
1 • • • 5

2 • • •
6

4



The actual exchange relations require a little bit more notation

to state .

Let Si : = { Sui }

5 ④ i be the connected component of Si containing i

s ⊖ i : = Si / ( Sti ) i.e.
,
the connected components of S that

do not contain i.

3
1 • • • 5

i = 4

s = { 1,5 , 6}

2 • • •
6

4



The actual exchange relations require a little bit more notation

to state .

Let Si : = { Sui }

5 ④ i be the connected component of Si containing i

s ⊖ i : = Si / ( Sti ) i.e.
,
the connected components of S that

do not contain i.

3
7- • • • 5

i = 4

s = { 1,5 , 6}

Si = { 1,4 , 5,6 }

2 • • •
6

4



The actual exchange relations require a little bit more notation

to state .

Let Si : = { Sui }

5 ④ i be the connected component of Si containing i

s ⊖ i : = Si / ( Sti ) i.e.
,
the connected components of S that

do not contain i.

3
7- • • • 5

i = 4

s = { 1,5 , 6}

Si = { 1,4 , 5,6 }

5+0 i = { 4
, 5,6}

Do2 •

4

•
6 S⊖ i = {I }



Let p : = { vertex non
- repeating paths from itoj whose}intermediate vertices are in S

Then define pit £,

g.
: = Ysl {kep}

.

pep

✓
passes

through
a
vertex

not

,

ins
i i i

5 • • 6 5 • • 6 5 •Mmmmm@ 6 5 • • 6

j {•, }hʰ3 • • 4 3 •hmmm• 4 3 •
]

• 4

}
• • • • • • on

1 2 1 2 1 2 1 2

s = { 1,213,4 }
p
3.6

{1,213,4}
= ¥2 t 7-


