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1 Overview

Understanding the mechanisms by which the nervous systerasents and processes information is a fun-
damental challenge for mathematical neuroscience. Itdragtheen known that information is carried in the
intensity ofindividual neurons’ responses to stimuli. As a consequence, many mattoal tools have been
developed to describe populations of statistically incej@mt neurons. However, new experimental tech-
nigues show the prominence of correlations and synchromgimal activity — and understanding whether
and how theseollectivedynamics encode information has become a major challengedthematical neu-
roscience.

This question was the focus of our workshop. We brought tageinternational experts working in
network dynamics and network information theory to forge/remnnections between underlying biologi-
cal mechanisms and their consequences. Thus, the week eassaeking bridges among three mathe-
matical disciplines: (1) dynamical systems, (2) statitimechanics, and (3) probability and information
theory. These three branches of the mathematical sciengeside with three central sub-disciplines in the-
oretical neuroscience whose focus is the study of collegtervous system activity. The first two concern
how correlations and synchrony develop through netwomrattions, and the third seeks to quantify their
information-theoretic impact on the neural code:

1. Dynamical systems and network oscillationsRecurrently (feedforward-feedback) coupled networks
of spiking neurons often show synchronous activity. Mathgoal analysis has revealed the mecha-
nisms by which asynchronous activity loses stability anttiyonous population rhythms arise. These
mechanisms — and the specific patterns of synchronous riytiat emerge — depend on rich inter-
actions between network structure, coupling type, andlsiogcillator dynamics. Moreover, recent
research has shown that rhythms with distinct frequengipear to interact. Unraveling the dynamical
mechanisms of such interactions poses a new set of chafiéingteare only beginning to be addressed.
How synchronous patterns are modified, created, and destnolien networks are driven by external
stimuli (e.g., sensory inputs) is another essential qoledhat is being addressed using these mathe-
matical tools.



2. Statistical mechanics of network correlations: Correlations can develop due to overlapping input
in purely feedforward networks with irregular, stochasiitivity. This is of particular importance for
layerednetwork architectures ubiquitous in neuroscience, wheggtopagation and amplification of
correlated activity has been studied in systems ranging froltured neural circuits to intact brains.
Here, mathematical analysis seeks to quantify how cogelattivity — modeled via multivariate point
processes — is transferred among layers. This is a critielenge; while it is evident from neural
recordings that weak correlations are often present argliprably play an important part in normal
brain function, excessive correlations are associateld mgurological diseases, such as Parkinson’s
disease and epilepsy. Other current challenges focus ¢tvehayder (beyond pairwise) correlations,
and on how these correlation patterns depend on the spapotal structure of stimuli.

3. Information theory of network coding: Neuroscience observations from high density electrode ar-
rays are becoming more prevalent, posing the challengeefiireting data recorded simultaneously
from approximately 100 spatial locations. At the same tiresults from information theory show that
even weak correlations and synchrony can have strong eféecstimulus coding. However, whether
these effects improve or degrade coding depends on thetgaporal structure of the collective activ-
ity. The primary challenge is to develop a systematic frapr&hat predicts the impact of correlations
in specific cases, and generalizes to allow an intuitive tstdrding of the underlying mechanisms of
information encoding and decoding.

The experimental neuroscientists attending the workstame been selected, in part, because of their
collaborations with theorists. Their input was essentiguiding our discussion.
The question that unites these three areas is:

What are the information-theoretic consequences of the coelation and synchrony patterns
that arise through the dynamics of prototypical neural circuits?

Below, we report on progress toward the answer that was edwarour meeting.

Integration of graduate students and postdocs:A number of graduate students and postdoctoral fellows
participated in the meeting. Nearly all of these participaatso gave talks during the meeting. It is important
to note that, while many of these students came from eitlier af the mathematics/neuroscience divide,
they had no trouble in communicating their ideas to the dee@udience attending the workshop. All talks
contained non-trivial mathematics, but presented in a waletstandable to the participating experimentalists
(admittedly, a selected group). We also observed, thaevgloine of the presented research made use of fairly
sophisticated mathematical ideas, all of it was well madideby questions pertinent to neuroscientists.

2 Mathematical and scientific content of the meeting
The lectures and discussions at our meeting fell into founnf@emes:

Linking oscillations and signal processing
Correlations in specific circuit architectures

Defining useful metrics for encoding and decoding calleatetwork dynamics

R

Linking feedforward and recurrent mechanisms for cdilemetwork activity

We next give a brief discussion of each, together with setbabstracts contributed by participants after the
meeting that summarize the thrust of their talks (in somes#sese were also edited by the organizers).



2.1 Linking oscillations and signal processing

There is increasing evidence that synchronous oscillatomctivity is controlled by both stimulus charac-
teristics and the specific context of the recordings, e.g. ding sleep vs. tasks requiring attention. While
the mechanisms that underly oscillatory activity in the brain are being uncovered, little is known about
the impact that oscillations have on the processing of sengoinputs. An especially challenging, and fas-
cinating, question is: how does the brain make use of coexéstt, multi-frequency, interacting rhythms?
Especially intriguing are opportunities to apply information theoretic metrics to network models on ei-
ther side of the transition from asynchronous behavior to dfferent patterns of synchronous oscillations,
as one step toward linking oscillations and neural coding.

Jonathan Rubin: Rhythms in central pattern generators

Central pattern generators (CPGSs) drive rhythmic moves®unth as respiration and locomotion. CPG
outputs are rhythmic and repetitive, featuring multipleagds of activity with abrupt transitions between
phases. Many different sets of intrinsic dynamics and cotimes between neurons can yield similar rhythms,
yet these may involve different phase transition mechasigkithough these transition mechanisms may not
be discernible from direct examination of CPG output pagemwhich mechanisms are present can have
significant implications for CPG responses to externalysbgtions. In this talk, Rubin presented some
theoretical analysis of this principle in an abstract, difigal rhythmic circuit. He subsequently illustrates the
implications of transition mechanisms in several paracebmputational CPG models. In particular, analysis
of transition mechanisms can be used to predict changespiratory phase durations in response to changes
in particular external drives, to explain phase invariaoicimspiration under hypercapnic conditions, and to
explain differences between locomotor CPG rhythms withwititout feedback from muscle afferents. More
generally, transition mechanisms in CPG rhythms may plgyrékes in feedback control of CPG outputs.

Ryan Canolty: Role of patterns of oscillatory local field potential (LFPgse coupling in regulating spiking
activity

Hebb proposed that cell assemblies anatomically-disgdmsefunctionally integrated groups of neurons
— are critical for effective perception, cognition, andiaet However, evidence for brain mechanisms that
coordinate multiple coactive assemblies remains lackivguronal oscillations have been suggested as one
possible mechanism for cell assembly coordinationRate of patterns of oscillatory local field potential
(LFP) phase coupling in regulating spiking activifgyan Canolty presented both experimental evidence and
an associated dynamical model that investigate this issue.

Prior studies have shown that spike timing depends upohfietépotential (LFP) phase proximal to the
cell body, but few studies have examined the dependencekafigmn distal LFP phases in other brain areas
far from the neuron, or the influence of LFP-LFP phase coggtween distal areas on spiking. Canolty and
colleagues investigated these interactions by recordigsLand single unit activity using multiple micro-
electrode arrays in several brain areas, and then used alplistic multivariate phase distribution to model
the dependence of spike timing on the full pattern of proxXinkd® phases, distal LFP phases, and LFP-LFP
phase coupling between electrodes.

The results show that spiking activity in single neuronsa@dronal ensembles depends on dynamic pat-
terns of oscillatory phase coupling between multiple beaias, in addition to the effects of proximal LFP
phase. Neurons that prefer similar patterns of phase awupkhibit similar changes in spike rates, while
neurons with different preferences show divergent resporgoviding a basic mechanism to bind different
neurons together into coordinated cell assemblies. Simgty, phase-coupling-based rate correlations are
independent of inter-neuron distance. Phase-couplinfgneces correlate with behavior and neural func-
tion, and remain stable over multiple days. These findinggsst that neuronal oscillations enable selective
and dynamic control of distributed functional cell assesgl

Chris Pack: Encoding of sensory stimuli by local field potentials in mgea visual cortex

Local field potentials (LFPs) are low-frequency fluctuatiamelectrical activity that are found throughout
the brain. Because they correlate well with electroencieginaphy and fMRI BOLD signals, LFPs are



critical to the study of brain function. IBncoding of sensory stimuli by local field potentials in npoa
visual cortex Christopher Pack presented experimental data from peimigual recordings suggesting a
surprisingly strong link between the sensory tuning of foeguency cortical LFPs and afferent inputs, with
important implications for the interpretation of imagirtgdies and for models of cortical function.

Mark Kramer: Network oscillations in epilepsy, and beyond

During seizure, the aggregate voltage activity of neurglytations often exhibits stereotypical rhythmic
patterns, typically dominated by large amplitude voltageiltations observable at the scalp or cortical sur-
face. These rhythmic activities recorded from separatia lar@as often exhibit correlations that also evolve
in characteristic ways. In thidetwork oscillations in epilepsy, and beyomdiark Kramer described corre-
lation patterns observed in invasive voltage recordingsfa population of human subjects with epilepsy.
He showed that correlations increase at seizure onset angh&gion compared to pre-seizure intervals, sug-
gesting the surprising result that macroscopic corticahsrdecorrelate during the middle intervals of the
seizure. Kramer also characterized other network prageediiring the seizure, including their coalescence
and fragmentation. Finally, he applied these analyses eseizure recording intervals and to examine the
common network structures that emerge.

Leslie Kay: Complementary functional and behavioral roles for olfagctoeta and gamma oscillations

In Complementary functional and behavioral roles for olfagtibeta and gamma oscillationkeslie Kay
presented a complementary view on the role of correlate@niyes on coding in olfactory discrimination
tasks. Here, the correlations took the role of coordinateghmic spiking across a neural population.

Moving beyond the anatomy or input wiring, Kay discussed@alrrange of dynamic processes in the
olfactory bulb, the first central and cortical stage of difmg processing. She showed that olfactory bulb
gamma oscillations (40-100 Hz oscillations of the localdfipbtential), representing the precision of the
underlying neural population, increase when rats learridorighinate highly overlapping input patterns in
a 2-alternative choice task. The mechanism for produciegdtoscillations is known to be the reciprocal
dendrodendritic synapse between glutamatergic mitréd eeld GABAergic granule cells.

Intriguingly, when rats were trained in a similar go/no-gsk, gamma oscillations were not enhanced,
and beta oscillations ( 20 Hz) instead predominated. Thesi#laiions are not just a different frequency, but
they rely on a different network. When centrifugal inputhe blfactory bulb is ablated, gamma oscillations
increase and beta oscillations disappear. However, thidtsesre not quite as dichotomous as they might
seem, because coherence patterns point to an underlymgsatiation network in the distributed olfactory
system in both tasks.

2.2 Correlations in specific circuit architectures

Given that subtle differences in spatiotemporal correlatons can have a major impact on encoded in-
formation, networks that have even small differences in thie architectures may encode stimuli in sub-
stantially different ways. A mechanistic theory that connets patterns of neural correlation to network
architectures needs to be based on a small family of prototyipal circuits. But which should be chosen
to best represent signal encoding in the brain? Interactiorwith experimental neuroscientists such as
Alex Reyes (NYU) on cortical circuits and Leonard Maler (U. Qitawa) on sensory circuits that have
evolved for different information processing tasks framedmany of our discussions of these topics.

Valentin Dragoi, Adam Kohn and Andreas Tolias: Correlated variability in laminar cortical circuits

Valentin Dragoi, Andreas Tolias and Adam Kohn, all researskworking with multi-electrode recordings
in primates, gave a joint presentation about the impact oktated variability in cortical circuits. This is a
topic of much current interest. These participants are énftinefront of the field, and each has contributed
fundamental results.

All participants agreed that the amount of information etenbby cortical circuits depends critically on
the capacity of nearby neurons to exhibit correlations &irthesponses. Despite the fact that strong trial-
by-trial correlated variability in response strength hasmreported in many cortical areas, Andreas Tolias



suggested that neuronal correlations may be much lowermtteiously thought. He started with the obser-
vation that many cortical areas are organized into funeficnlumns, in which neurons are believed to be
densely connected and share common input. Many numeradissteport a high degree of correlated vari-
ability between nearby cells. He described the work of higigron the development of chronically implanted
multi-tetrode arrays offering unprecedented recordingliuto re-examine this question in primary visual
cortex of awake macaques. They found that even nearby newitinsimilar orientation tuning show virtu-
ally no correlated variability. These findings suggest anegfient of current models of cortical microcircuit
architecture and function: either adjacent neurons shalseaofew percent of their inputs or, alternatively,
their activity is actively decorrelated.

In response Valentin Dragoi presented his work with lamimarbes to revisit the issue of correlated
variability in primary visual cortical (V1) circuits. Drajfound that correlations between neurons depend
strongly on local network context - whereas neurons in tipatifgranular) layer of V1 showed virtually no
correlated variability, neurons in the output layers (agpanular and infragranular) exhibited strong response
correlations. He showed how to use a linear decoder to demadeishat, contrary to expectation that the
output cortical layers would encode stimulus informatioostaccurately, the input network encodes more
information and offers superior discrimination perforrnarompared to the output networks. He noted that
laminar dependence of spike count correlations is comgigtigh recurrent models in which neurons in the
middle (granular) layer receive intracortical inputs nhaiinom nearby cells, whereas neurons in superficial
(supragranular) and deep (infragranular) layers recepets over larger cortical distances.

Similarly, Adam Kohn reviewed the mounting evidence thajgests that determining how neuronal
populations encode information and perform computatioifis@guire understanding correlations between
neurons, as well as the stimulus and behavioral conditimaismhodify them. His lab is taking advantage of
the recent advent in recording techniques such as multietbzarrays and two-photon imaging has made it
easier to measure correlations, opening the door to detaiploration of their properties and contributions
to cortical processing. He noted a number of participanthatworkshop reported discrepant findings,
providing a confusing picture about the level and importafrelations in neuronal networks. He reviewed
a selection of these studies and presented simulationgptorexthe influence of several experimental and
physiological factors that affect the measurement of ¢aticms. Differences in response strength, the time
window over which spikes are counted, internal states, @ilce sorting conventions can all dramatically
affect measured correlations and systematically biasnastis. He concluded by offering guidelines for
measuring and interpreting correlation data.

Marlene Cohen: A link between gains, correlations, and behavior

Attention allows observers to focus on a small subset of #etled scene and improves perception of
attended locations or features. Both spatial and feattemtaan multiplicatively scale the firing rates of
sensory neurons: typically, attending to a location thatlise to a neurons spatial receptive field or to
a feature that matches its stimulus preference increasssigeresponses. We also showed previously that
spatial attention tends to decrease correlations betviregtnial-to-trial fluctuations in the responses of nearby
neurons (Cohen and Maunsell, 2009; see also Mitchell eD89R To directly compare the effects of feature
and spatial attention on neuronal populations, we recasitedltaneously from dozens of V4 neurons in both
hemispheres while animals performed a change detectibimtagich we varied spatial and feature attention.
We found that like spatial attention, feature attention mlatés both firing rates and correlations. We found
a strong inverse relationship between modulation of ratecmrelation for both types of attention: when
gains are increased, correlations decrease. While sp#tgation increases the firing rates of most neurons,
feature attention can either increase or decrease firieg,rdepending on the similarity between a neurons
tuning and the attended feature. There is an inverse rekdtip between rate and correlation modulation
for cells whose gains decreased as well: feature attenitneases the correlations between these neurons.
Furthermore, on behavioral trials in which the animal mademor, the correlation structure looks like the
correlation structure in the opposite feature and spati@hion condition, suggesting that the animal made
an error because attention was misallocated. Togethergsults suggest that a single mechanism accounts
for the changes in firing rates and spike count correlatiarsed by any type of attention.

Bruno Averbeck: Dopamine, dynamics and information in the basal ganglia



Bruno Averbeck is a researcher at the NIH, and describedtagmorelated to the work of other meeting
participants, but of significant importance in medical ezsl: Dopamine depletion in cortical-basal ganglia
circuits in Parkinsons disease (PD) grossly disturbs mevegmnd cognition. Classic models relate Parkin-
sonian dysfunction to changes in firing rates of basal gammglurons. Taking both inappropriate firing rates
and other dynamics into account, and determining how claimgae properties of these neural circuits that
occur during PD impact on information coding, is thus impatt

Averbeck describeh vivo network dynamics in the external globus pallidus (GPe) tf beefore and
after chronic dopamine depletion. He showed that dopamepetion leads to decreases in the firing rates
of GPe neurons and increases in synchronized network atsailk in the beta frequency (13-30 Hz) band.
Using logistic regression models he showed the combinedeapdrate impacts of these factors on network
entropy, a measure of the upper bound of information codiipgcity. Importantly, changes in these features
in dopamine-depleted rats lead to a significant decreasePim @@twork entropy. Changes in firing rates
have the largest impact on entropy, with changes in syngtatso decreasing entropy at the network level.
Changes in autocorrelations tended to off-set these eféecauto-correlations decreased entropy more in the
control animals. Thus, it is possible that reduced inforamatoding capacity within basal ganglia networks
may contribute to the behavioral deficits accompanying PD.

Complementary to the GPe work his group also examined GP4,i€ractions by analyzing neurons
recorded simultaneously from these nucleiin dopamineesi and healthy control rats. Both nuclei display
a pronounced increase of beta frequency (20 Hz) oscillatiorthe lesioned state. Additionally, analyses
of the information transfer between nuclei show that thadfar was significantly increased in the lesioned
state. Furthermore, the temporal profile of the informatransfer matches well the known neurochemistry
of the nuclei, being inhibitory from the GPe to the STN andietory from the STN to the GPe and the
dynamics of this interaction match well previously pubédrestimates of the dynamics seen in Parkinsons
patients.

Overall, these results showed that data analysis inspiyedelep mathematical concepts can be used
to provide evidence of specific changes in the functionaheativity between basal ganglia nuclei in the
dopamine lesioned state.

Jeremie Lefebvre: Driven networks of ON and OFF cells with recurrent feedback

The origin of gamma oscillations in sensory networks cargsto attract a lot of attention. Such os-
cillations are known to occur in the electrosensory systdmmstimuli have a large spatial extent. These
past studies have modeled this phenomenon using a poputdtfoN cells receiving spatio-temporal noise
as its input, and with delayed feedback in its network togglaleremie Lefebvre presented results on how
the presence of ON and OFF cells embedded in such a delayeiobfgdenetwork influences the genesis of
gamma oscillations. He illustrated the responses of n@a@llations to spatio-temporal forcing, mimicking
those found in most sensory systems. ON pyramidal cellsvetsensory inputs directly, while OFF cells
received a mirror image of the stimuli via an interneurowgiting their response. The connectivity was
determined solely by global inhibitory recurrent connec$i. Using a combination of neural field theory and
numerical simulations, he showed that input-induced AndweHopf bifurcations can occur; the stability of
oscillations is determined by the spatial features of tipeiinHe also showed how the network can double
the frequency of an input in its firing activity. This is a cegsience of rectification in the feedback network.
He finally showed how adaptation can enhance gamma oswmilkaiin such circuits.

Alex Pouget and Jeff Beck:Insights from a simple expression for linear Fisher infatiorain a recurrently
connected population of spiking neurons / Neural basis ofgmual basis

Alex Pouget and Jeff Beck presented joint talks. Firstinsights from a simple expression for linear
Fisher information in a recurrently connected populatidrspiking neuronsthey gave a simple expression
for a lower bound of Fisher information for a network of remuntly connected spiking neurons which have
been driven to a noise-perturbed steady state. This lowendé called linear Fisher information, as it
corresponds to the Fisher information thatcan be recovmradocally optimal linear estimator. Unlike recent
similar calculations, the approach used here includesfthete of non-linear gain functions and correlated
input noise, and yields a surprisingly simple and intuit@ression that allows for substantial insight into
the sources of information degradation across successpeed of a neural network. Here, this expression
is used to (1) compute the optimal (i.e., information maxinm) firing rate of a neuron, (2) demonstrate



why sharpening tuning curves by either thresholding or k@action of recurrent connectivity is generally
a bad idea, (3) show how a single cortical expansion is seffido instantiate a redundant population code
which can propagate across multiple cortical layers withimal information loss, and (4) show that optimal
recurrent connectivity strongly depends upon the covagatructure of the inputs to the network.

Next, these results found application Neural basis of perceptual basisThe motivation was from
cognitive neuroscience: extensive training on simplegaskults in large improvements in performance, a
form of learning known as perceptual learning. Previousaenodels have argued that perceptual learning
is the result of sharpening and amplification of tuning carwveearly visual areas. However, these models
are at odds with the conclusions of psychophysical experist@anipulating external noise, which argue for
improved decision making, presumably in later visual arétere, Pouget and Beck explore the possibility
that perceptual learning for fine orientation discrimioatis due to improved probabilistic inference in early
visual areas. This mechanism captures both the changespiarrse properties observed in early visual areas
and the changes in performance observed in psychophysisatiments. The modeling also suggests that
sharpening and amplification of tuning curves may play onhiaor role in improving performance, in
comparison to the role played by the reshaping of inter-oxeaircorrelations.

Maurice Chacron Neural variability and contrast coding by correlations

Understanding how populations of neurons encode sensfasmiation is of critical importance. Cor-
relations between the activities of neurons are ubiquitouke central nervous system and, although their
implications for encoding and decoding of sensory infoiorahas been the subject of arduous debates, there
is a general consensus that their effects can be signifiéensuch, there is great interest in understanding
how correlated activity can be regulated. Recent expetiah@vidence has shown that correlated activity
amongst pyramidal cells within the electrosensory latiémallobe (ELL) of weakly electric fish can be reg-
ulated based on the behavioral context: these cells madifiair correlated activity depending on whether
the fish is performing electrolocation or communicatiorksawithout changing the mean firing rate of their
response. Moreover, it was shown in the same study that tnegels in correlated activity were correlated
with changes in bursting dynamics. In this work we explom ithle of intrinsic bursting dynamics on the
correlated activity of ELL pyramidal neurons. We use a camabon of mathematical modeling as well as
in vivo and in vitro electrophysiology to show that burstidgnamics can significantly alter the ability of
neuronal populations to be correlated by common input. htiqadar, our model predicts that the ratio of
output to input correlations (i.e. the correlation susit®ty) is largely independent of stimulus amplitude
when neurons are in the tonic firing model. In contrast, we fivad the correlation susceptibility increases
with stimulus amplitude when the neurons are in the burstioge. We then performed in vivo and in vitro
experiments to verify this prediction. Our results showt th&rinsic dynamics have important consequences
on correlated activity and have further revealed a potkeiding mechanism for stimulus amplitude through
correlated activity.

Michael Graupner Correlations in the auditory cortex during spontaneouisict

Spiking correlations between neurons have been found irymeions of the cortex and under multiple
experimental conditions. Despite their importance consages for neural population coding, the origin and
the magnitude of such correlations remain a highly debatguaki. Potential sources of correlations include
shared presynaptic input. However, theoretical invettiga have shown that shared inputs do not neces-
sarily lead to correlations. Instead, active decorretatiocurs provided that the neurons are tightly coupled
in a balanced configuration of excitation and inhibitionsupport of these results, recent experiments mea-
sure virtually no correlations. However, those findingsiareontrast to a large body of prevalent results
suggesting strong correlations. We examine to which exgjgamtaneously active cortical networks meet the
conditions of a balanced, decorrelated activity regime.

To investigate synaptic input, membrane potential andespilktput correlations between pairs of neurons,
we perform simultaneous whole-cell recordings from pafrpyogamidal neurons in thalamocortical slices
from young mice (P14-18).

We find correlated excitatory as well as inhibitory input &rp of cortical cells during spontaneous activ-
ity. Interestingly, excitatory and inhibitory inputs anetigorrelated leading to cancellation of correlations at
intermediate membrane potentials. We furthermore measeia& spike-count correlations between neurons
(0.01). Together, our results show that nearby ( 100 m) aartieurons receive correlated synaptic input.



However, spiking correlations are suppressed due to negadirelations between excitatory and inhibitory
inputs. Our results suggest that cortical networks arestrad to actively suppress correlations and thereby
increase their information coding capacities.

3 Defining useful metrics for encoding and decoding collecte net-
work dynamics

The standard metrics used to asses encoding of sensory infoation in spike trains are Fisher and
Mutual Information. The former quantifies the accuracy with which sensory stimuli can be estimated
from (stochastic) patterns of spikes, and the latter measwas the reduction in uncertainty about a stim-
ulus from observations of the response. These metrics can lmeade mathematically precise yet often
assume system optimality, and are not necessarily motivadeby the biophysical constraints present in
the brain. They also require the specification of the neuralfesponse’, a matter of much debate among
experimentalists and theorists. Using mechanistic modelsf neural response will prompt a principled
exploration of these areas, specifically of how correlationshape the neural code. An issue of special
focus is models that address emerging large datasets from mg simultaneously recorded neurons.

Andrea Barreiro: When are microcircuits well-modeled by pairwise maximurtr@py methods?

The conference theme was that collective activity is wideag in the nervous system and has important
implications for functionality. When can we represent sactivity by lower dimensional models, and how
does our ability to do so depend on basic circuit propertieh @s input statistics, internal dynamics and
network connectivity — such as the descriptions in wide tisikeaconference, where only pairwise spike cor-
relations were considered?When are microcircuits well-modeled by pairwise maximutrogy methods;?
Andrea Barreiro took some first steps toward answering thestion by studying the ability of maximum
entropy models to characterize the spiking activity of reekg modeled on retinal circuitry.

She first considered systems of N=3 spiking cells, driven tgramon fluctuating input against indepen-
dent background noise. She probed this circuit over a widetyeof operating regimes and input correlation
structures, assessing the efficacy of the PME model by @dinglthe KL-divergence between the observed
and PME distributions. Using a novel visualization methloe showed that bimodal inputs generate spiking
distributions that break the PME. Barreiro gave an anayjicstification of these findings: in the small pa-
rameter describing the strength of common inputs to theiitirD i 1, is at least an order (often more) smaller
for unimodal vs. bimodal inputs. This persists for larger N.

Barreiro then constructed a biophysical model constraimeidtracellular recordings of primate parasol
RGCs. She exposed a triplet of such cells to stimuli at a wadety of spatial and temporal scales. Even in
the presence of highly correlated inputs, and significaltaecell heterogeneity (induced by blocky spatial
patterns of comparable size to the cell receptive fields§irgpoutputs are well fit by the PME model. This
surprising result explains previous experimental resahg leads to predictions for stimuli and RGC classes
that will lead produce departures from PME responses. rRirgdiry results indicate that the feedforward
structure of these circuits is highly significant in achigythe above results; introducing recurrence into this
circuit can increase higher-order correlations by a faoct@0.

Liam Paninski: Coding and Computation by Neural Ensembles in the Primatia&e

The neural coding problem — deciding which stimuli will cawsgiven neuron to spike, and with what
probability — is a fundamental question in systems neussszg. We apply statistical modeling methods to
analyze data recorded from a complete mosaic of macaqueqgbaedinal ganglion cells in a small region
of visual space. We find that a surprisingly simple model viithctional coupling between neurons cap-
tures both the stimulus dependence and the detailed sgrapotral correlation structure of multi-neuronal
responses; in addition, ongoing network activity in thé@accounts for a significant portion of the trial-to-
trial variability in a neuron’s response. We assess thdftignce of correlated spiking by performing optimal
Bayesian decoding of the population spike responses. I¥ima discuss work in progress on the following
qguestions: how much temporal precision is necessary taugafte neural code in the retina? How can we



adapt our optimal decoding methods to estimate behawardvant signals such as image velocity? How
do we perceive stable images when the retina must contehdiveittonstant motion due to small random eye
movements? Finally, what can statistical spike-train gsialmethods tell us about the underlying circuitry
of the retina?

Jean-Philippe Thivierge: The Creative Nature of Neurons: How Heterogeneous Netwer&side a Rich
Repertoire of Brain Activity

The brain is a creative organ it never responds to the sanmasand sights in exactly the same way
twice. Jean-Philippe Thivierge’s work on modeling braisgenses across time sheds new light on the origins
of this variability. Neurons of the brain are heterogeneausaning that they each possess slightly different
characteristics that make them unique. According to histheary, this property gives rise to arich repertoire
of possible brain states, and prevents the brain from gg®situck? in certain patterns of activity. Despite this
wealth of possible states, neurons can also fine tune themaictions in order to reproduce rhythmic patterns
beyond their time of presentation. He argued how this mayaéxphe formation of short-term perceptual
memories, as well as persistent rhythms of activity in npatioological conditions. This presentation elicited
a lot of questions about the interplay of fine tuning and nétih@terogeneity.

Don Katz: Modeling the impact of attention on coherent cortical ensles1 decreasing temporal coding
variability by increasing noise

In interpreting neural activity, it is often assumed thdbmation available in single-neuron responses
is of primary importance: many theoretical models of popatafunction take as their input highly pre-
processed characterizations of single-neuron responses fesponse magnitudes, collapsed across trials
and post-stimulus time), and many discussions of betweemem correlations center on the concern that any
overlap in the information available in each of two singkiron responses reduces the information available
in the population (i. e., “redundancy”).

In Modeling the impact of attention on coherent cortical enskest decreasing temporal coding variabil-
ity by increasing noiseDon Katz presented an alternative view. His group appresitie population coding
of taste from a different angle, restricting our analysisitoultaneously-recorded ensembles of neurons and
characterizing activity in single trials, without avenagiacross within- or between-trial timescales. The data
is interpreted the information available in single neuronly in light of a primary population-level charac-
terization, rather than vice-versa, and thus a cleareuaaif the true dynamics of the system in action may
be appreciated. Specifically, he observes cortical and daiggensembles progressing through a sequence
of coherent, nonlinear (attractor-like) firing-rate tréiios1s; the sequences are reliable and stimulus-specific,
but the timing of these transitions is highly variable framaltto trial-that is, much of the seeming “correlated
noise” in the single-neuron responses reflect importargé@spof the population dynamics. We argue that
averaging single-neuron activity across time (and coitgpseurons that were collected non-simultaneously
into single ensembles) obscures critical aspects of thalpbpn dynamics.

lla Fiete: Beyond classical population coding for nearly exact ediimnan the brain

The brain represents and transforms external variablesrform computations and achieve goals. Rep-
resentation and transformation are inherently noisy whexfopmed by neurons. One way to extract a less
noisy estimate of the encoded variable is by averaging @rgelneural populations. Classical population
codes, as seen in the sensory and motor peripheries, leadytmmodest (polynomial, or N) improvements
in inverse squared error with increasing neuron number (N).

In Beyond classical population coding for nearly exact estiamain the brain lla Fiete explored an in-
triguing alternative. She showed that the entorhinal geitiabde for animal location is in a qualitatively dif-
ferent performance class than classical population cdtleiows unprecedented accuracy, enabling nearly
exact removal of noise from noisy neural representatioitk, imwverse squared error that improves exponen-
tially (~ e*" for somea > 0) with population size. The noise removal is enabled by theai i@ structure of
the grid code, and does not rely on the existence of exteuss. dMoreover, a simple neural network model,
similar to the hippocampus, can decode the grid representtitake advantage of its error-control proper-
ties. This raises the possibility that the grid code is natjue, and that the brain could contain numerous
examples of strong error-correcting codes for computirth @halog variables.
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Tatyana Sharpee:Maximally informative irregularities in neural circuits.

In Maximally informative irregularities in neural circuit$atyana Sharpee explored the possibility that
irregularities in neural circuits serve a useful compuotadil function. To answer this question she and her
colleagues focused on the retina, a well-studied circugnelmany aspects of its average organization were
previously found to be in good agreement with optimizatieimgiples. Previous experimental work has
demonstrated the presence of fine scale irregularitieserstfapes of individual receptive fields. Sharpee
found that, in the presence of lattice irregularities, ttregular receptive field shapes increase the spatial
resolution from 60% to 92% of that possible for a perfectdattOptimization of receptive field boundaries
around their fixed center positions reproduced experinheb&grvations on a neuron-by-neuron basis. These
results suggest that lattice irregularities determinesttages of retinal receptive fields and similar algorithms
may improve the performance of the retinal prosthetics wisabstantial irregularities arise at their interface
with the neural tissue. Taken more broadly, the resultsritarie to the emerging theme that irregularities in
the organization of the nervous system are key to achietsnggiar optimal performance.

John Beggs:Information flow in networks of cortical neurons

John Beggs addressed the problem of information flow in nedsvof cortical neurons. Understanding
this question would help us see how the brain integratesrimdtion across its different parts — a fundamen-
tal problem in neuroscience. Beggs noted that the averagarnigal neuron in cortex makes and receives
approximately 7,000 synaptic contacts, suggesting tleal lmortical networks are connected in a fairly equal
manner. The pattern of information flow in such networks, éesv, is poorly understood and can not be
inferred from anatomy alone. Theory indicates that an uakdistribution of flows can actually contribute
to network efficiency and robustness.

Beggs’ group sought to examine the distribution of inforimraflow in recordings from cortical slice
cultures ¢ = 6) and monkey motor cortexa( = 1) containing100 + 25 identified neurons. They used
transfer entropy to quantify information flow, as validatitests revealed that this measure could reliably
distinguish true from spurious flows in a variety of reafistionditions. Beggs showed that information
flow was distributed significantly more unevenly in the natkgoextracted from the data than in random
control networks. This was evident in the distribution ofoimation flow strengths, the distribution of
total information flow into and out of each neuron, and in thgribution of connections with significant
information flow per neuron. Simulations indicated the obed cortical information flow networks were
significantly more efficient in routing signals, could forigrmificantly more combinations among inputs per
node, and were significantly more robust than random con&wborks. This is the first study of information
flow in local cortical networks.

Beggs ended with an intriguing conclusion: The highly uraglistribution of information flow among
cortical neurons contributes to the efficiency and robisstiod information processing in cortex.

Ruben Moreno Bote: Weak synchrony in networks with finite input information

Neurons in cortex are correlated, but the functional rol¢hele correlations remains elusive. It has
been proposed that neuronal networks work in the so-cafigdchironous state where correlations between
pairs of neurons become vanishingly small for large netwotk such networks, the dynamics effectively
decorrelates neurons firing, a process which is thought podwe coding because the percentage of input in-
formation conveyed by the output of the network increaséis métwork size. However, these studies tacitly
assume that the input information also increases withouhts with the network size, which is unrealistic.
In contrast, we analyzed the dynamics of neuronal netwoittsfimite input information. We find that with
finite input information, and dominant inhibition, neuréme&tworks of integrate-and-fire neurons sponta-
neously settle down in a state of weak but not vanishinglykwearrelations, despite the dense connectivity,
and despite the strong shared noise induced by the finite information constraint. Moreover, and quite
surprisingly, the finite information conveyed by the inpist£ompletely recoverable from the output spike
counts of the network. We also show that excitation-doneidatetworks generate strong correlations but still
preserve the input information in the output spike countsother words, whether the network decorrelates
or not, there is no change in the amount of information tratisth This challenges the notion that decor-
relation is a universal mechanism for improving the quadityneural code. Moreover, given the relatively
small correlation values observed in cortex, we proposedtidical networks are in a weakly synchronous
state where inhibition dominates over excitation.
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4 Linking feedforward and recurrent mechanisms for collecive net-
work activity

Feedforward and recurrent networks both generate correlaed activity. However, the mechanisms by
which this is achieved are distinct. Real neural circuitry has aspects of both architectures, and it
remains to be understood how the development of correlatioiin mixed feedforward and recurrent
networks occurs. A fundamental piece of this puzzle is undetanding the genesis of neural correlations
in simple pairs of cells with different intrinsic dynamics; the meeting featured several discussions of
this unresolved issue as well.

Duane Nykamp: When feedforward intuition deceives: the influence of caiméty motifs on synchroniza-
tion in recurrent networks

The synchronizability of a network captures how networkictinre can influence the tendency for a net-
work to synchronize, independent of the dynamical modettarh node. | demonstrate a synchronizability
analysis that takes advantage of the framework of secoret metworks, which defines four second order
connectivity statistics based on the relative frequendwofedge network motifs. This analysis allows one to
parametrically vary the amount of common input in a recumetwork in order to analyze the intuition from
feedforward networks that common inputis an importantsewof correlations and synchrony. In contrast to
this intuition, the analysis determines that common infag kitle influence on synchrony in recurrent net-
works. Instead, the frequency of two-edge chains in the ortplays a critical role, as synchrony increases
dramatically with these chains. This dependence of symghoa chains and not common input holds for a
wide variety of neuron models.

Ashok Kumar: Shaping magnitude and timescale of correlations with stependent synaptic input

Spike trains produced by sensory neurons often exhibietations that vary depending on neural state
and stimulus properties. However, the circuit mechanisgspansible for changing the degree and timescale
of pairwise correlated activity remain elusive. In contrasany well-studied biophysical mechanisms have
been shown to modulate single neuron response propelitiels,as firing rate gain. If these single neuron
properties also shape correlations, then mechanisms giesimreuron modulation may explain the shifts in
correlation observed in sensory systems. We first studytssibility with simplified neuron models receiv-
ing varying levels of balanced, conductance-based symagiut. This input modulates single neuron gain
by changing membrane potential variability and condu@aand we show how this mechanism also shapes
the timescale of correlation of neuron pairs. Next, we madelanalyze data from the electrosensory system
of weakly electric fish, in which recruitment of slow inhibity feedback yields a reduction in single neuron
transfer of low-frequency stimuli. We show that this effalsto leads to a reduction in long timescale correla-
tions between pairs of electrosensory neurons. These twiiestdemonstrate that modulatory synaptic input
to neuron pairs can differentially shape precise spike symehrony and average spike rate correlations. The
results have consequences for state-dependent procassimpgopagation of neural activity.

Robert Rosenbaum: Using simplified integrate-and-fire models to understana borrelations propagate
in neuronal networks

Robert Rosenbaum, a mathematics graduate student at thierkltyi of Houston, presented his work
on the use of simplified integrate-and-fire models to undashow correlations propagate in neuronal net-
works. He observed that overlapping afferent populatiortsaorrelations between presynaptic spike trains
can introduce correlations between the inputs to downstiels. While in several other talks about the im-
pact of correlations, participants have considered mataldd models, or larger networks, Robert described
how simplified models can help us develop an intuitive andhaaistic description of the dominant mech-
anisms that control how correlations propagate. He showeelral new results that proved that the degree
to which input correlations are preserved is strongly mathd by cellular dynamics and also by synaptic
variability. Both of these factors are frequently ignoradcomputational studies. He also demonstrated that
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correlations within an afferent population are signifitgamplified by synaptic convergence. This amplifi-
cation of correlations is the primary mechanism respoadii the synchronization of feedforward chains, a
simple observation that did not seem to be widely known.

Bard Ermentrout: Correlation transfer by heterogeneous oscillators

Neurons are heterogeneous in many ways and this affects heyréspond to inputs. In particular,
identical inputs going into heterogeneous neurons wildpee different outputs. There are many sources
of heterogeneity including different channel distribato different mean firing rates, and different noisy
synaptic inputs. By considering the neurons as oscillatwescan write down equations for the phase of
the oscillators as a function of the inputs. Using correlatite noise inputs, it is possible to compute the
phases for a pair of heterogenous oscillators. The variahitese and the covariance allows us to compute
the output correlation as a function of the input correlatid/e derive formulae for the spike-count correlation
for short windows (near synchrony) and find that neural t&oits that have a phase-resetting curve which
has a nearly zero mean will maximize the transfer of cori@tatFor long time windows, the flatter is the
PRC, the better the transfer of correlation. We combinegthesults with numerics to complete the picture of
correlation transfer in long and short windows. We close toyjaling analytic approximations for the phase
differences between two oscillators that have differesgifrencies and or differently shaped PRCs.



