
Alternating Sign 
Matrices and Schur 

Functions
Angèle Hamel

Wilfrid Laurier University
BIRS Workshop 11w5025

May 26, 2011

1
Sunday, May 29, 2011



Three Objects and a 
Formula

Sunday, May 29, 2011



Object 1

Alternating Sign Matrices
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Alternating Sign Matrix

Square matrices with entries from 0, 1, or -1

Each row and column contains at least one 1; first 
and last nonzero elements of each row and column 
are 1

Nonzero entries in each row and column alternate in 
sign
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Alternating Sign Matrix
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Alternating sign matrices (ASM) generalize permutation 
matrices
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Example
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Alternating Sign Matrix

This was the Alternating Sign Matrix Conjecture

See D.M. Bressoud, Proof and Confirmations: The Story 
of the Alternating Sign Matrix Conjecture, Cambridge 
UP: 1999
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The number A(m) of mxm ASM is:

U-TURN ALTERNATING SIGN MATRICES 397

2. Alternating sign matrices

Alternating sign matrices, ASMs, are square matrices all of whose elements are 0, 1 or −1,
such that the first and last non-zero entries of each row and column are 1’s and the non-zero
entries within each row and column alternate in sign. See, for example, the 4 × 4 ASM A
in equation (2.1). Here and elsewhere we use 1̄ to denote −1.

A =





0 1 0 0

1 1̄ 0 1

0 0 1 0

0 1 0 0




. (2.1)

The number, A(m), of m × m ASMs is described by the famous formula:

A(m) =
m−1∏

j=0

(3 j + 1)!
(m + j)!

. (2.2)

The first proof of this formula was given by Zeilberger [22]. A second proof is due to
Kuperberg [8], and a complete history is to be found in Bressoud [1].

From the outset of this theory of ASMs it was found convenient by Mills, Robbins and
Rumsey [12] to count them according to the position k of the single 1 that necessarily appears
in the top row of each ASM. Deleting the top row of such an ASM gives a generalisation
of an ASM in the form of an (m − 1) × m matrix in which the row sums are all 1, but the
column sum is 0 for the kth column and 1 for the others. More generally, one encounters
ASMs with more than one column having sum 0. We follow the terminology of Okada [13]
who generalized ASMs by defining a set of n × m µ-alternating sign matrices, µ-ASMs,
associated with each partition µ = (µ1, µ2, . . . , µn) whose parts µ j for j = 1, 2, . . . , n
are all distinct and positive. These µ-ASMs have properties similar to ordinary ASMs, but
have column sums 1 only in those columns indexed by q = µ j for some j and have column
sums 0 in all the other columns indexed by q #= µ j for any j . More formally, for each
partition µ of length !(µ) = n, all of whose parts are distinct, and for which µ1 ≤ m,
an n × m matrix A = (aiq ) belongs to the set Aµ(n) of n × m µ-ASMs if the following
conditions are satisfied:

(O1) aiq ∈ {−1, 0, 1} for 1 ≤ i ≤ n, 1 ≤ q ≤ m;

(O2)
m∑

q=p

aiq ∈ {0, 1} for 1 ≤ i ≤ n, 1 ≤ p ≤ m;

(O3)
n∑

i= j

aiq ∈ {0, 1} for 1 ≤ j ≤ n, 1 ≤ q ≤ m;

(O4)
m∑

q=1

aiq = 1 for 1 ≤ i ≤ n;

(O5)
n∑

i=1

aiq =
{

1 if q = µk for some k

0 otherwise
for 1 ≤ q ≤ m, 1 ≤ k ≤ n.

(2.3)
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Tableaux
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Partitions

Given a partition, λ, with parts λ1,λ2,...,λk, can be 
represented graphically by a diagram:

WEYL’S DENOMINATOR FORMULA FOR sp(2n) 273

The precise meaning of the terminology used in Theorems 1.1 and 1.2 regarding standard
tableaux and ribbon strip subtableaux is explained in Section 2.

2. Young diagrams and tableaux

Let λ = (λ1, λ2, . . . , λn) be a partition, that is a weakly decreasing sequence of non-
negative integers λi . The weight, |λ|, of the partition λ is the sum of its parts, and its length,
"(λ) ≤ n, is the number of its non-zero parts. Each such partition λ defines a Young diagram
Fλ consisting of |λ| boxes arranged in "(λ) rows of lengths λi that are left adjusted to a
vertical line. Formally, Fλ = {(i, j) | 1 ≤ i ≤ "(λ), 1 ≤ j ≤ λi }.

Recalling that δ is the partition δ = (n, n − 1 , . . . , 1), then µ = λ + δ is a partition
all of whose parts µi = λi + n − i + 1 are distinct and non-zero. Thus µ is a strongly
decreasing sequence of n positive integers. More generally, any partition µ all of whose
parts are distinct, defines a shifted Young diagram SFµ consisting of |µ| boxes arranged
in "(µ) rows of lengths µi that are left adjusted to a diagonal line. To be precise, SFµ =
{(i, j) | 1 ≤ i ≤ "(µ), i ≤ j ≤ µi + i − 1}.

For example, when λ = (4, 3, 3) and µ = (9, 7, 6, 2, 1) we have

Fλ = and SFµ = (2.1)

There exists a variety of useful sets of tableaux associated with Fλ and SFµ. The tableaux
are all formed by placing entries from some totally ordered set, or alphabet, into the boxes
of the relevant diagram subject to certain rules. The notation adopted here is that in forming
each tableau the entry in the box in the i th row and j th column of either Fλ or SFµ, as
appropriate, is signified by ηi j .

First, let A be a totally ordered set and let Ar be the set of all sequences a = (a1,

a2 , . . . , ar ) of elements of A of length r . In addition, let λ = (λ1, λ2 , . . . , λr ) be a partition
of length r . The set T λ(A; a) consists of all those standard tableaux, T , with respect to A, of
profile a and shape λ, formed by placing an entry from A in each of the boxes of Fλ in such
a way that the entries are weakly increasing from left to right across each row, and strictly
increasing from top to bottom down each column, with the entries in the first column being
given by the components of a, that is:

(T1) ηi j ∈ A for all (i, j) ∈ Fλ;

(T2) ηi1 = ai ∈ A for all (i, 1) ∈ Fλ;

(T3) ηi j ≤ ηi, j+1 for all (i, j), (i, j + 1) ∈ Fλ;

(T4) ηi j < ηi+1, j for all (i, j), (i + 1, j) ∈ Fλ.

(2.2)

Second, as before let A be a totally ordered set and let Ar be the set of all sequences
a = (a1, a2 , . . . , ar ) of elements of A of length r , but now let µ = (µ1, µ2 , . . . , µr ) be a
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Tableaux
Fill diagram with entries according to the following 
rules:

entries weakly increase across rows

entries strictly increase down columns

10
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Definition 2.2 Let µ = (µ1, µ2 , . . . , µr ) be a partition of length r , all of whose parts are
distinct. Then the set of all sl(n)-standard shifted tableaux of shape µ is defined by:

ST µ(sl(n)) = {S ∈ ST µ(A; a) | A = [n], a ∈ [n]r }, (2.6)

where the entries ηi j of each sl(n)-standard shifted tableau S are subject to the conditions
(S1)–(S5) of (2.3), with A = [n] = {1, 2 , . . . , n} and the elements of [n] subject to the
order relations 1 < 2 < · · · < n.

Definition 2.3 ([10]) Let µ = (µ1, µ2 , . . . , µr ) be a partition of length r , all of whose
parts are distinct. Then the set of all sl(n)-standard primed shifted tableaux of shape µ is
defined by:

PST µ(sl(n)) = {P ∈ PST µ(A, B; d) | A = [n], B = [n′], d ∈ [n, n′]r

with di ∈ {i, i ′} for i = 1, 2 , . . . , r}, (2.7)

where the entriesηi j in each sl(n)-standard primed shifted tableau P subject to the conditions
(P1)–(P6) of (2.4), with A = [n] = {1, 2 , . . . , n}, B = [n′] = {1′, 2′ , . . . , n′} and the
elements of D = [n, n′] = [n] ∪ [n′] subject to the order relations 1′ < 1 < 2′ < 2 < · · · <

n′ < n.

By way of illustration, in the case n = 5, λ = (4, 3, 3) and µ = (9, 7, 6, 2, 1) we have
typically:

T =
1 1 2 4

2 3 3

4 4 5

∈ T 433(sl(5)), S =

1 1 1 2 2 3 3 4 5

2 2 2 3 4 4 4

3 4 5 5 5 5

4 5

5

∈ST 97621(sl(5)) (2.8)

and

P =

1 1 1 2′ 2 3 3 4′ 5

2′ 2 2 3′ 4′ 4 4

3 4′ 5′ 5 5 5

4′ 5′

5′

∈ PST 97621(sl(5)). (2.9)

The structure of each T ∈ T λ(sl(n)) is that of a sequence of horizontal strips [8]. Each
horizontal strip, strk(T ), which may or may not be connected, is the subtableau of T con-
sisting of all boxes of T for which the entries ηi j take the same value k. The rules (2.2) are
such that there are no two boxes of a horizontal strip in the same column. In the same way
the structure of each S ∈ ST µ(sp(2n)) is that of a sequence of what we shall call ribbon
strips. They appear in the literature as boundary strips [19] where they are used to calculate

Sunday, May 29, 2011



Weighting Tableaux
Weight each entry i in the tableau by 

Then each tableau has weight 

For example, the weight of this tableau is
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Schur Functions

12

426 J Algebr Comb (2007) 25:417–458

that

∑

P D∈PDδ (n,n)

t2bar(P D)(x/y)wgt(P D) =
n∏

i=1

(
xi + t2xi

) ∏

1≤i< j≤n

(
xi + t2xi + y j + t2 y j

)
.

(2.21)

Here the use of t2 as the key parameter is due to the fact that we will later need to set
y j = t x j in order to recover the factors appearing in (1.9).

By way of a small variation of the above, if we replace PD1-2 by identical condi-
tions QD1-2 and discard the condition PD3, the corresponding set QDδ(n) of primed
shifted tableaux Q D differs from PDµ(n) only in allowing primed entries on the main
diagonal.

Typically for n = 5 we have

Q D =

1 1 3
′

4′ 1

2 2 2 2

3
′

3 3

4′ 4

5
′

∈ QD54321(5, 5) with

wgt(Q D) = (−1, 2, 0, 1, 0/0, 0, −2, 2, −1),

bar(Q D) = 7.
(2.22)

It follows from our definition of QD(n, n) that

∑

Q D∈QDδ (n,n)

t2bar(Q D)(x/y)wgt(Q D) =
∏

1≤i≤ j≤n

(xi + t2xi + y j + t2 y j ). (2.23)

These formulae (2.21) and (2.23) have been introduced so as to offer a combinatorial
interpretation of factors appearing in the expansions (2.30) of Proposition 1.2. This
will be exploited later in Section 3.

2.3 Schur’s P and Q functions and their generalisations

Let x = (x1, x2, . . . , xn) be a vector of n indeterminates and let w = (w1, w2, . . . , wn)
be a vector of n non-negative integers. Then xw = xw1

1 xw2
2 · · · xwn

n . With this notation
it is well known that each partition λ of length #(λ) ≤ n specifies a Schur function
sλ(x) with combinatorial definition:

sλ(x) =
∑

T ∈T λ(n)

xwgt(T ) (2.24)

Springer

Sunday, May 29, 2011






1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

xi

z7i ti(ti + 1)

1




1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

xi

z7i ti(ti + 1)

1




1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

xi

z7i ti(ti + 1)

1




1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

xi

z7i ti(ti + 1)

1




1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

xi

z7i ti(ti + 1)

1




1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

xi

z7i ti(ti + 1)

1




1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

xi

z7i ti(ti + 1)

1




1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

2 3

3

x2
1x2

1




1 0 0
0 1 0
0 0 1








0 1 0
1 0 0
0 0 1








0 0 1
1 0 0
0 1 0








0 0 1
0 1 0
1 0 0








0 1 0
0 0 1
1 0 0








1 0 0
0 0 1
0 1 0








0 1 0
1 −1 1
0 1 0





1 1

2

1 1

3

1 2

2

1 2

3

1 3

2

1 3

3

2 2

3

2 3

3

x2
1x2

1

x2
1x3

x1x
2
2

x1x
2
3

x1x2x3

x1x2x3

x2
2x3

x2x
2
3

xi

z7i ti(ti + 1)

xk − ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

2

x2
1x3

x1x
2
2

x1x
2
3

x1x2x3

x1x2x3

x2
2x3

x2x
2
3

xi

z7i ti(ti + 1)

xk − ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

2

x2
1x3

x1x
2
2

x1x
2
3

x1x2x3

x1x2x3

x2
2x3

x2x
2
3

xi

z7i ti(ti + 1)

xk − ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

2

x2
1x3

x1x
2
2

x1x
2
3

x1x2x3

x1x2x3

x2
2x3

x2x
2
3

xi

z7i ti(ti + 1)

xk − ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

2

x2
1x3

x1x
2
2

x1x
2
3

x1x2x3

x1x2x3

x2
2x3

x2x
2
3

xi

z7i ti(ti + 1)

xk − ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

2

x2
1x3

x1x
2
2

x1x
2
3

x1x2x3

x1x2x3

x2
2x3

x2x
2
3

xi

z7i ti(ti + 1)

xk − ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

2

x2
1x3

x1x
2
2

x1x
2
3

x1x2x3

x1x2x3

x2
2x3

x2x
2
3

xi

z7i ti(ti + 1)

xk − ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

2

Sunday, May 29, 2011
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Tokuyama’s Formula
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Tokuyama’s Formula

Proved by Tokuyama in 1988 using representation 
theory of general linear groups

Proved by Okada in 1990 using algebraic 
manipulations on monotone triangles (equivalent to 
alternating sign matrices)
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Playing with Formulas
Tokuyama’s formula:

16
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the Vandermonde determinant that appears in Weyl’s denominator formula

det
(
xn− j

i

)
=

∏

1≤i< j≤n

(xi − x j ). (1.2)

For y = λx, the expression (1.1) becomes the subject of the λ-determinant formula
of Robbins and Rumsey [12]:

∏

1≤i< j≤n

(xi + λx j ) =
∑

A∈An

λSE(A)(1 + λ)N S(A)
n∏

i=1

x N Ei (A)+SEi (A)+N Si (A)
i , (1.3)

where the exponents are various parameters associated with alternating sign matrices
and defined in Section 3. Robbins and Rumsey use different notation but do include
the square ice concepts, although they use different terminology. Bressoud [2] asked
for a combinatorial proof of (1.3). This was provided by Chapman [3] who generalised
it to:

∏

1≤i< j≤n

(xi + y j ) =
∑

A∈An

n∏

i=1

x N Ei (A)
i ySEi (A)

i (xi + yi )N Si (A). (1.4)

For y = tx, there is also the t-deformation of a Weyl denominator formula for gl(n)
due to Tokuyama [17]:

n∏

i=1

xi

∏

1≤i< j≤n

(xi + t x j ) sλ(x) =
∑

ST ∈ST µ(n)

thgt(ST )(1 + t)str(ST )−n xwgt(ST ), (1.5)

where the sum is over semistandard shifted tableaux ST of shape µ = λ + δ with
δ = (n, n − 1, . . . , 1), and where hgt, str, and wgt are parameters associated with
semistandard shifted tableaux. They are defined in Section 2. Suffice to say, at this
stage, that wgt(ST ) is a vector w = (w1, w2 . . . , wn) and that, quite generally, xw =
xw1

1 xw2
2 · · · xwn

n . Note also that sλ(x), the Schur function specified by the partition
λ, with a suitable interpretation of the indeterminates xi for i = 1, 2, . . . , n, is the
character of an irreducible representation of gl(n) whose highest weight is specified
by the partition λ.

Here we present a general identity that unifies the results (1.2)–(1.5). This identity
is our first main result and is expressed in terms of a certain generalisation of Schur P-
functions and also in terms of the corresponding generalisation of Schur Q-functions.
These P and Q functions are defined combinatorially in Section 2.

Proposition 1.1. Let µ = λ + δ be a strict partition of length #(µ) = n, with λ a parti-
tion of length #(λ) ≤ n and δ = (n, n − 1, . . . , 1). In addition, let x = (x1, x2, . . . , xn)

Springer
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Shifted Tableaux
weakly increasing in rows

weakly increasing down columns

strictly increasing down left-to-right diagonals
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set {1, 2, . . . , n}, subject to the usual total ordering 1 < 2 < · · · < n. The numbering
must be such that the entries are:

T1 weakly increasing across each row from left to right;
T2 strictly increasing down each column from top to bottom;
T3 each entry k may appear no lower than the kth row.

It will be noted that the condition T3 is redundant here, since it is implied by T2,
but it will be required later. The weight of the tableau T is given by wgt(T ) = w =
(w1, w2, . . . , wn), where wk is the number of times k appears in T for k = 1, 2, . . . , n.
For example in the case n = 6, λ = (3, 3, 2, 1, 1) we have

T =

1 2 3

3 5 5

4 6

5

6

∈ T 33211(6) with wgt(T ) = (1, 1, 2, 1, 3, 2). (2.11)

By the same token, for any strict partition µ of length "(µ) ≤ n, let ST µ(n) be
the set of all semistandard shifted tableaux ST obtained by numbering all the boxes
of SFµ with entries taken from the set {1, 2, . . . , n}, subject to the total ordering
1 < 2 < · · · < n. The numbering must be such that the entries are:

ST1 weakly increasing across each row from left to right;
ST2 weakly increasing down each column from top to bottom;
ST3 strictly increasing down each diagonal from top-left to bottom-right.

The weight of the tableau ST is again given by wgt(ST ) = w = (w1, w2, . . . , wn),
where wk is the number of times k appears in ST for k = 1, 2, . . . , n.

The rules ST1-ST3 serve to exclude any 2 × 2 blocks of boxes all containing the
same entry, and as a result, each ST ∈ ST µ(n) consists of a sequence of ribbon
strips of boxes containing identical entries. Any given ribbon strip may consist of a
number of disjoint connected components. Let str(ST ) denote the total number of
disjoint connected components of all the ribbon strips. Let hgt(ST ) be the height of
the tableaux, defined hgt(ST ) =

∑n
k=1(rowk(ST ) − strk(ST )), where rowk(ST ) is the

number of rows of S containing an entry k, and strk(ST ) is the number of connected
components of the ribbon strip of ST consisting of all the entries k.

By way of illustration, consider the case n = 6, µ = (9, 8, 6, 4, 3, 1) and the semi-
standard shifted tableau:

ST =

1 1 1 2 2 2 3 3 5

2 2 3 3 4 5 5 6

3 3 4 4 5 6

4 5 5 5

5 6 6

6

∈ ST 986431(6) with
wgt(ST)= (3, 5, 6, 4, 8, 5)

str(ST)=12, hgt(ST )=6.
(2.12)

Refining this construct, for any strict partition µ with "(µ) ≤ n, let PST µ(n)
be the set of all primed, or marked, semistandard shifted tableaux P ST obtained by

Springer
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Shifted Tableaux

wgt(ST)=weight of the shifted tableau

str(ST)=disjoint connected components of ribbon strips

hgt(ST)=height of the tableau
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Back to ASM: µ-ASM
µ=µ1, µ2, ..., µk is a partition

Rectangular matrices with entries from 0, 1, or -1

Nonzero entries in each row and column alternate in sign

Each row and column contains at least one 1; first and 
last nonzero elements of each row are 1

First nonzero element in each column is 1

Last nonzero element is 1 in column q if q=µi for some i, 
and 0 otherwise

19
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 ASM statistics

Four kinds of zeros:

NE, SW, NW, SE

Two kinds of ones:

WE (+1s), NS (-1s)
20

450 J Algebr Comb (2007) 25:417–458

A primed semistandard shifted tableau P ST ∈ PST µ(N ) yields a similar matrix
M(P ST ) in the same way:

P ST =

1 1 1 2′ 3′ 3 4 4 4

2 2 2 3′ 4′ 5′ 5 5

3 4′ 4 4 5 6

4 5′ 5 6′

5 6′ 6

6

=⇒ M(P ST )=





1 1 1 0 0 0 0 0 0
2 2 2 2′ 0 0 0 0 0
3 0 0 3′ 3′ 3 0 0 0
4 4′ 4 4 4′ 0 4 4 4
5 5′ 5 0 5 5′ 5 5 0
6 6′ 6 6′ 0 6 0 0 0





(5.77)

where as we shall see it is possible to distinguish various types of entry 0 as charac-
terised by their set of nearest non-vanishing neighbours.

Each of these matrices can be converted into a µ-alternating sign matrix by replacing
the rightmost entry of each continuous sequence of nonzero entries by a 1 and each
zero immediately to the left of a nonzero entry by −1, leaving all other entries 0. In
the case of the above example we obtain in this way

A =





0 0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

1 0 −1 0 0 1 0 0 0

0 0 0 0 1 −1 0 0 1

0 0 1 −1 0 0 0 1 0

0 0 0 1 −1 1 0 0 0




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Fig. 2 Square ice and corresponding compass points and ASM entries. Figure adapted from Kuperberg [7]

At each vertex there are six possible orientations of the four directed edges (see
Fig. 2). These orientations may be specified by the pairs of compass points giving the
directions of the incoming edges. In this way the above square ice graph is specified
by a corresponding “compass points” matrix:

C M =





N E N E W E N W N W N W N W N W N W

N E N E SE W E N W N W N W N W N W

W E N W N S SE N E W E N W N W N W

SE N E N E SE W E N S N E N E W E

SE N E W E N S SE N E N E W E SW

SE N E SE W E N S W E N W SW SW





(5.79)

The bijection between compass point matrices, square ice graphs and µ-ASMs is
provided by the following correspondences:

The horizontal orientation (with both horizontal edges directed in), W E , corre-
sponds to each entry +1 in A, and the vertical orientation (with both vertical edges
directed in), N S, corresponds to each entry −1 in A; the other four orientations, N E ,
SW , N W and SE correspond to the entries 0 in A. Accordingly there are northwest
zeros (with edges pointing in the north and west directions), southwest zeros, northeast
zeros, and southeast zeros. Northwest zeros are those whose nearest nonzero neigh-
bour to the right, if it has one, is −1, and whose nearest nonzero neighbour below,
if it has one, is 1. Southwest zeros are those whose nearest nonzero neighbour to the
right, if it has one, is −1, and whose nearest nonzero neighbour below, if it has one,
is −1. Northeast zeros are those whose nearest nonzero neighbour to the right is 1,
and whose nearest nonzero neighbour below, if it has one, is 1. Southeast zeros are
those whose nearest nonzero neighbour to the right is 1, and whose nearest nonzero
neighbour below, if it has one, is −1.

The compass points matrices C M can then be associated to the set of all primed
shifted tableaux P ST that may be obtained by adding primes to the entries of the
unprimed tableau ST . For example, the entries N E in the kth row are associated with
an entry k in P ST and correspondingly to a weight factor xk . The entries SE in the
kth row are associated with an entry k ′ in P ST and correspondingly to a weight factor
yk . The entries N S in the kth row are associated with the two possible labels k and k ′

of the first box of each connected component of strk(P ST ) other than the one starting
on the main diagonal. Correspondingly each N S in row k is associated with a weight
factor (xk + yk). It should be pointed out that the main diagonal is not included at
all in the compass points matrix so that the first column corresponds to the second
diagonal and indeed in general, column k of C M corresponds to diagonal k + 1 of
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Or, if you like t’s....

xi

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

1
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P ST . This implies that the above weighting excludes the weight x1x2 · · · xn arising
from the entries 1, 2, . . . , n on the main diagonal of each P ST .

Combining the weight factors we have a total weight associated with each A ∈
Aµ(n) given by

n∏

k=1

x N Ek (A)
k ySEk (A)

k (xk + yk)N Sk (A) (5.80)

where N Ek(A), SEk(A) and N Sk(A) are the numbers of entries N E , SE and N S in
the kth row of the compass matrix C M(A) corresponding to A.

Thanks to the connection already made between P ST s and weighted ST s, the
following is then an immediate corollary of Proposition 1.1:

Corollary 5.1. Let µ = λ + δ be a strict partition of length #(µ) = n, with λ a parti-
tion of length #(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all x = (x1, x2, . . . , xn)
and y = (y1, y2, . . . , yn) we have

∏

1≤i< j≤n

(xi + y j ) sλ(x) =
∑

A∈Aµ(n)

n∏

k=1

x N Ek (A)
k ySEk (A)

k (xk + yk)N Sk (A). (5.81)

This generalises a result of Chapman [3]. In his original paper he weights by column
instead of row so the parameters in his paper correspond to the transpose matrix. Now
setting λ = 0 so that µ = δ, and noting that Aδ(n) = A(n), the set of all n × n ASMs,
we have

Corollary 5.2 (Chapman [3]). For all x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn)
we have

∏

1≤i< j≤n

(xi + y j ) =
∑

A∈A(n)

n∏

k=1

x N Ek (A)
k ySEk (A)

k (xk + yk)N Sk (A). (5.82)

Corollary 5.1 has a further consequence:

Corollary 5.3. Let µ = λ + δ be a strict partition of length #(µ) = n, with λ a par-
tition of length #(λ) ≤ n and δ = (n, n − 1, . . . , 1). For any m for which m > n and
µ1 ≤ m, let A(n, m, µ) ⊆ A(m) be the subset consisting of those ASMs, C, whose top
n rows constitute an ASM, A, in Aµ(n). Then for all (x1, . . . , xn, xn+1, . . . , xm) and
(y1, . . . , yn, yn+1, . . . , ym) we have

∏

1≤i< j≤n

(xi + y j ) sλ(x1, . . . , xn)
∏

n+1≤i< j≤m

(xi + y j ) sκ (yn+1, . . . , ym)

=
∑

C∈A(n,m,µ)

m∏

k=1

x N Ek (C)
k ySEk (C)

k (xk + yk)N Sk (C), (5.83)

where κ is the conjugate of the complement of λ with respect to the rectangular
partition ((m − n)n), that is κ = ((m − n)n/λ)′.
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Primed Shifted Tableaux
weak increase across each row

weak increase down each column

no two identical unprimed entries in any column

no two identical primed entries in any row

no primed element on the main diagonal
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numbering all the boxes of SFµ with entries taken from the set {1′, 1, 2′, 2, . . . , n′, n},
subject to the total ordering 1′ < 1 < 2′ < 2 < · · · < n′ < n. The numbering must be
such that the entries are:

PST1 weakly increasing across each row from left to right;
PST2 weakly increasing down each column from top to bottom;
PST3 with no two identical unprimed entries in any column;
PST4 with no two identical primed entries in any row;
PST5 with no primed entries on the main diagonal.

The weight of the tableau P ST is then defined to be wgt(P ST ) = (u/v) with u =
(u1, u2, . . . , un) and v = (v1, v2, . . . , vn), where uk and vk are the number of times k
and k ′, respectively, appear in P ST for k = 1, 2, . . . , n.

The passage from ST µ(n) to PST µ(n) is effected merely by adding primes to the
entries of each ST ∈ ST µ(n) in all possible ways that are consistent with PST1-5 to
give some P ST ∈ PST µ(n). The only entries for which any choice is possible are
those in the lower left hand box at the beginning of each connected component of a
ribbon strip. Thereafter, in that connected component of the ribbon strip, entries in
the boxes of its horizontal portions are unprimed and those in the boxes of its vertical
portions are primed. It should be noted that all the boxes on the main diagonal are
necessarily at the lower left hand end of a connected component of a ribbon strip, but
their entries remain unprimed by virtue of PST5.

To illustrate this let us assign primes to those entries of ST in (2.12) for which it is
essential (that is, for every entry lying immediately above the same entry) and some
of those for which it is optional (those entries off the main diagonal that are at the start
of any continuous strip of equal entries). This gives, for example,

PST =

1 1 1 2′ 2 2 3 3 5

2 2 3′ 3 4′ 5′ 5 6′

3 3 4′ 4 5′ 6

4 5′ 5 5

5 6′ 6

6

∈ PST 986431(6) with

wgt(PST) = (3, 4, 5, 2, 5, 3/0, 1, 1, 2, 3, 2). (2.13)

We may replace PST1-4 by identical conditions QST1-4, but discard PST5. This
serves to define corresponding primed shifted tableaux QST ∈ QST µ(n) that now
involve both primed and unprimed entries on the main diagonal.

Finally, in this gl(n) context, for fixed positive integer n, let δ = (n, n − 1, . . . , 1)
and let PDδ(n) be the set of all primed shifted tableaux, P D, of shape δ, obtained by
numbering the boxes of SF δ with entries taken from the set {1′, 1, 2′, 2, . . . , n′, n} in
such a way that:

PD1 each unprimed entry k appears only in the kth row;
PD2 each primed entry k ′ appears only in the kth column;
PD3 there are no primed entries on the main diagonal.
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Proof idea...
Use an association between ASM and primed shifted 
tableaux...
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A primed semistandard shifted tableau P ST ∈ PST µ(N ) yields a similar matrix
M(P ST ) in the same way:

P ST =

1 1 1 2′ 3′ 3 4 4 4

2 2 2 3′ 4′ 5′ 5 5

3 4′ 4 4 5 6

4 5′ 5 6′

5 6′ 6

6

=⇒ M(P ST )=





1 1 1 0 0 0 0 0 0
2 2 2 2′ 0 0 0 0 0
3 0 0 3′ 3′ 3 0 0 0
4 4′ 4 4 4′ 0 4 4 4
5 5′ 5 0 5 5′ 5 5 0
6 6′ 6 6′ 0 6 0 0 0





(5.77)

where as we shall see it is possible to distinguish various types of entry 0 as charac-
terised by their set of nearest non-vanishing neighbours.

Each of these matrices can be converted into a µ-alternating sign matrix by replacing
the rightmost entry of each continuous sequence of nonzero entries by a 1 and each
zero immediately to the left of a nonzero entry by −1, leaving all other entries 0. In
the case of the above example we obtain in this way

A =





0 0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

1 0 −1 0 0 1 0 0 0

0 0 0 0 1 −1 0 0 1

0 0 1 −1 0 0 0 1 0

0 0 0 1 −1 1 0 0 0





∈ A986431(6) (5.78)

Square ice provides a further refinement of the relationship between shifted tableaux
and µ-ASM. Square ice is a directed graph that models the orientation of oxygen and
hydrogen molecules in frozen water. The vertices are laid out in an n × m grid and
each vertex has two incoming and two outgoing edges in a north, south, east, west
orientation. The square ice graph corresponding to (5.78) appears in Fig. 1.

Fig. 1 Square ice for Eq. (5.78)
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Then we deal with the two 6′s by applying θ6′ to give

1 2′ 1 4′ 5′ 1 2 3 5

2 3′ 2 5′ 2 3 5 6′

3 4′ 3 3 4 6

4 5′ 5 5

5 6′ 6

6

→

1 2′ 1 4′ 5′ 6′ 1 2 3

2 3′ 2 5′ 2 3 5 5

3 4′ 3 3 4 6

4 5′ 5 5

5 6′ 6

6

=

1 2′ 1 4′ 5′ 6′ 1 2 3

2 3′ 2 5′ 2 3 5 5

3 4′ 3 3 4 6

4 5′ 5 5

5 6′ 6

6

→

1 2′ 1 4′ 5′ 6′ 1 2 3

2 3′ 2 5′ 2 3 5 5

3 4′ 3 3 4 6

4 5′ 6′ 5

5 5 6

6

(3.42)

This results in the juxtaposition of P D from (2.14) and T from (2.11) as claimed:

1 2′ 1 4′ 5′ 6′ 1 2 3

2 3′ 2 5′ 2 3 5 5

3 4′ 3 3 4 6

4 5′ 6′ 5

5 5 6

6

≡

1 2′ 1 4′ 5′ 6′

2 3′ 2 5′ 2

3 4′ 3 3

4 5′ 6′

5 5

6

·

1 2 3

3 5 5

4 6

5

6

(3.43)

3.3 Corollaries

By associating xk and yk to each entry k and k ′, respectively, in the various tableaux
P ST , QST , P D, Q D and T appearing in Theorem 3.1 we immediately have the
following corollary.

Corollary 3.2. Let µ = λ + δ be a strict partition of length $(µ) = n, with λ a par-
tition of length $(λ) ≤ n and δ = (n, n − 1, . . . , 1).

∑

P ST ∈PST µ(n)

(x/y)wgt(P ST ) =
∑

P D∈PDδ (n)

(x/y)wgt(P D)
∑

T ∈T λ(n)

xwgt(T ) ;

∑

QST ∈QST µ(n)

(x/y)wgt(QST ) =
∑

Q D∈QDδ (n)

(x/y)wgt(Q D)
∑

T ∈T λ(n)

xwgt(T ) .
(3.44)
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The weight of the tableau P D is defined by wgt(P D) = (u/v) with u = (u1,

u2, . . . , un) and v = (v1, v2, . . . , vn), where uk and vk are the numbers of times k
and k ′, respectively, appear in P D for k = 1, 2, . . . , n. Typically for n = 6 we have

P D =

1 2′ 1 4′ 5′ 6′

2 3′ 2 5′ 2

3 4′ 3 3

4 5′ 6′

5 5

6

∈ PD654321(6) with

wgt(P D) = (2, 3, 3, 1, 2, 1/0, 1, 1, 2, 3, 2). (2.14)

Since the i th entry on the main diagonal is always i and for i < j the entry in the
(i, j)th position is either i or j ′, it is clear that

∑

P D∈PDδ (n)

(x/y)wgt(P D) =
n∏

i=1

xi

∏

1≤i< j≤n

(xi + y j ), (2.15)

where (x/y)(u/v) = xuyv = xu1
1 · · · xun

n yv1
1 · · · yvn

n .
By way of a small variation of the above, if we replace PD1-2 by identical condi-

tions QD1-2 and discard the condition PD3, the corresponding set QDδ(n) of primed
shifted tableaux Q D differs from PDµ(n) only in allowing primed entries on the main
diagonal. It follows that

∑

Q D∈QDδ (n)

(x/y)wgt(Q D) =
∏

1≤i≤ j≤n

(xi + y j ). (2.16)

These formulae (2.15) and (2.16) offer a combinatorial interpretation of factors
appearing in the expansions (1.6) of Proposition 1.1. This will be exploited later in
Section 3.

2.2 sp(2n) tableaux

In order to establish a similar approach to Proposition 1.2 it is necessary to extend
our already copious list of tableaux to encompass certain tableaux associated with
the symplectic algebra sp(2n). As before it is helpful to start with definitions of the
various types of tableaux, both shifted and unshifted.

For any partition λ of length #(λ) ≤ n, let T λ(n, n) be the set of all semistandard
symplectic tableaux T obtained by numbering all the boxes of Fλ with entries from the
set {1, 1, 2, 2, . . . , n, n}, subject to the usual total ordering 1 < 1 < 2 < 2 < · · · n <

n. The entries are:

T1 weakly increasing across each row from left to right;
T2 strictly increasing down each column from top to bottom;
T3 k or k may appear no lower than the kth row.
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and y = (y1, y2, . . . , yn). Then

Pµ(x/y) = sλ(x)
n∏

i=1

xi

∏

1≤i< j≤n

(xi + y j ),

Qµ(x/y) = sλ(x)
∏

1≤i≤ j≤n

(xi + y j ),

(1.6)

where Pµ(x/y) and Qµ(x/y) are as defined in Section 2.

A bijective proof of this Proposition, along with a number of corollaries, is provided
in Section 3. The case x = y is an example of Macdonald [8] (Ex2, p259, 2nd Edition).
The case y = tx = (t x1, t x2, . . . , t xn) is equivalent to a Weyl denominator deforma-
tion theorem due to Tokuyama [17] for the Lie algebra gl(n) expressible in the form
(1.5), and given a combinatorial proof by Okada [10]. The case λ = 0 is equivalent
to an alternating sign matrix (ASM) identity attributed to Robbins and Rumsey [12]
and proved combinatorially by Chapman [3]. The connection with ASMs is provided
in Section 5, in which both (1.3) and (1.4) are shown to be simple corollaries of
Proposition 1.1.

It should be pointed out that the above Proposition is restricted to the case of a
strict partition µ of length "(µ) = n. Although a similar result applying to the case
"(µ) = n − 1 may be obtained from the above by dividing both sides by s1n (x) =
x1x2 · · · xn , there is no similar product formula for either Pµ(x/y) or Qµ(x/y) in the
case "(µ) < n − 1.

On the other hand, the above results may all be generalised to the case of certain
symplectic tableaux. The analogue of (1.1) in this setting turns out to be

∏

1≤i< j≤n

(
xi + t2x−1

i + y j + t2 y−1
j

)
. (1.7)

When y = −x and t = −1 the expression (1.7) is a factor of the determinant that
appears in Weyl’s denominator formula for sp(2n),

det
(
xn− j+1

i − x−n+ j−1
i

)
=

n∏

i=1

(
xi − x−1

i

) ∏

1≤i< j≤n

(
xi + x−1

i − x j − x−1
j

)
. (1.8)

More generally, for y = tx we have [4]

n∏

i=1

(
xi + t x−1

i

) ∏

1≤i< j≤n

(
xi + t2x−1

i + t x j + t x−1
j

)
spλ(x; t)

=
∑

ST ∈ST µ(n,n)

tvar(ST )+bar(ST ) (1 + t)str(ST )−n xwgt(ST ),

(1.9)

where the sum is over semistandard shifted symplectic tableaux of shape µ = λ + δ

with δ = (n, n − 1, . . . , 1), and where var, bar, str and wgt are defined in Section 2.
Here spλ(x; t), once again with a suitable interpretation of the indeterminates xi for i =
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Another perspective

where Z is the partition function.....

27

(Brubaker, Bump, Friedberg, 2009)

deformation of the Weyl denominator as a sum over states of the two-dimensional
ice or six-vertex model in statistical mechanics. It turns out that there are two
fundamentally distinct ways of doing this.

In statistical physics, the partition function is the sum of certain Boltzmann
weights over all states of the system. The six-vertex model is an example that is
much studied in the literature. In our presentation of it the states are represented
by labeling the edges of a finite rectangular lattice by ± signs, called spins. If the
Boltzmann weights are invariant under sign reversal the system is called field-free,
corresponding to the physical assumption of the absence of an external field. For
field-free weights, the six-vertex model was solved by Lieb [24] and Sutherland [36],
in the sense that the partition function can be exactly computed. A very interesting
treatment based on the “star-triangle relation” or Yang-Baxter equation ([17], [26])
was given by Baxter [1] and [2], Chapter 9. The papers of Lieb, Sutherland and
Baxter assume periodic boundary conditions, but non-periodic boundary conditions
were treated by Korepin [18] and Izergin [16]. Much of the literature assumes that
the model is field free, but Baxter asserts that the six-vertex model can be solved
even in the presence of fields. We do not know whether this has been carried out
using the method of [1] and [2].

We will exhibit two particular choices of Boltzmann weights and boundary con-
ditions in the six-vertex model giving systems SΓ

λ and S∆
λ for every partition λ of

length ! n. We will study the system by the method of [1] and [2]. We will prove
that the partition functions are

Z(SΓ
λ) =

∏

i<j

(tizj + zi)sλ(z1, · · · , zn), Z(S∆
λ ) =

∏

i<j

(tjzj + zi)sλ(z1, · · · , zn), (1)

where ti are deformation parameters and sλ is the Schur polynomial (Macdonald [25]).
The Boltzmann weights we use are not field-free. The ∆ model is essentially that
given by Hamel and King.

To justify these evaluations of the partition function define

sΓ
λ(z1, · · · , zn; t1, · · · , tn) =

Z(SΓ
λ)

∏
i<j(tizj + zi)

. (2)

Then one seeks to show that sΓ
λ is symmetric in the sense that it is unchanged if the

same permutation is applied to both zi and ti. Once this is known, it is possible to
show that it is a polynomial in the zi and ti, then that it is independent of the ti;
finally, taking ti = −1 one may invoke the Weyl character formula and conclude that
it is equal to the Schur polynomial.
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Square Ice

So-called because it models in a two dimensional 
grid the orientation of molecules in frozen water.

Also called the six-vertex model.

U-TURN ALTERNATING SIGN MATRICES 407

weightings have already been provided [4], rather similar but not quite identical weightings
may perhaps be best motivated and described through the connection between µ-UASMs,
symplectic shifted tableaux and the square ice model that has proved to be such an invaluable
tool in the study of alternating sign matrices and their enumeration.

Square ice is a two dimensional grid that models the orientation of molecules in frozen
water, see for example Lieb [11], Bressoud [1], Lascoux [10]. In frozen water the model is
such that each individual molecule, consisting of two hydrogen atoms attached to an oxygen
atom, takes up one of the 6 possible orientations (the six vertex model) shown below.

H H H

↓ ↓ ↓
H → O ← H O H → O O ← H O ← H H → O

↑ ↑ ↑
H H H

W E N S N E SW N W SE

↑ ↓ ↑ ↓ ↑ ↓
→ · ← ← · → → · → ← · ← ← · ← → · →

↓ ↑ ↑ ↓ ↑ ↓

1 −1 0 0 0 0

(5.1)

As indicated in the second line of (5.1), the orientation of each molecule may be specified
by giving the compass directions of the bonds linking each hydrogen atom to the oxygen
atom. Thus WE represents a horizontal molecule, NS a vertical molecule and NE, SW, NW
and SE molecules in which the hydrogen bonds are mutually perpendicular. Alternatively,
each oxygen atom may be associated with a tetravalent vertex with two incoming and two
outgoing edges as shown in the third line of (5.1). At each vertex it is the incoming edges
that are associated with the hydrogen bonds displayed in the first line of (5.1).

Square ice configurations [11] consist of arrangements of the above molecules with an
oxygen atom at each point of a square n × n grid. The corresponding square ice graph [11]
is one in which the internal vertices sit at the grid points specified by the oxygen atoms. The
particular boundary conditions that correspond to ASM were apparently first considered by
Korepin [7]. As we have indicated all the internal vertices are tetravalent, with two incoming
and two outgoing edges. The boundary vertices, including corner vertices, are not usually
drawn. Corner vertices have no edges. Non-corner boundary vertices are of valency one,
but there may be boundary conditions on the edges linking them to the internal vertices.
Conventionally, each left or right non-corner boundary vertex has an edge pointing towards
the adjacent internal vertex, while each top or bottom non-corner boundary vertex has an
edge pointing away from the adjacent internal vertex.
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A primed semistandard shifted tableau P ST ∈ PST µ(N ) yields a similar matrix
M(P ST ) in the same way:

P ST =

1 1 1 2′ 3′ 3 4 4 4

2 2 2 3′ 4′ 5′ 5 5

3 4′ 4 4 5 6

4 5′ 5 6′

5 6′ 6

6

=⇒ M(P ST )=





1 1 1 0 0 0 0 0 0
2 2 2 2′ 0 0 0 0 0
3 0 0 3′ 3′ 3 0 0 0
4 4′ 4 4 4′ 0 4 4 4
5 5′ 5 0 5 5′ 5 5 0
6 6′ 6 6′ 0 6 0 0 0





(5.77)

where as we shall see it is possible to distinguish various types of entry 0 as charac-
terised by their set of nearest non-vanishing neighbours.

Each of these matrices can be converted into a µ-alternating sign matrix by replacing
the rightmost entry of each continuous sequence of nonzero entries by a 1 and each
zero immediately to the left of a nonzero entry by −1, leaving all other entries 0. In
the case of the above example we obtain in this way

A =





0 0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

1 0 −1 0 0 1 0 0 0

0 0 0 0 1 −1 0 0 1

0 0 1 −1 0 0 0 1 0

0 0 0 1 −1 1 0 0 0





∈ A986431(6) (5.78)

Square ice provides a further refinement of the relationship between shifted tableaux
and µ-ASM. Square ice is a directed graph that models the orientation of oxygen and
hydrogen molecules in frozen water. The vertices are laid out in an n × m grid and
each vertex has two incoming and two outgoing edges in a north, south, east, west
orientation. The square ice graph corresponding to (5.78) appears in Fig. 1.

Fig. 1 Square ice for Eq. (5.78)
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Fig. 2 Square ice and corresponding compass points and ASM entries. Figure adapted from Kuperberg [7]

At each vertex there are six possible orientations of the four directed edges (see
Fig. 2). These orientations may be specified by the pairs of compass points giving the
directions of the incoming edges. In this way the above square ice graph is specified
by a corresponding “compass points” matrix:

C M =





N E N E W E N W N W N W N W N W N W

N E N E SE W E N W N W N W N W N W

W E N W N S SE N E W E N W N W N W

SE N E N E SE W E N S N E N E W E

SE N E W E N S SE N E N E W E SW

SE N E SE W E N S W E N W SW SW





(5.79)

The bijection between compass point matrices, square ice graphs and µ-ASMs is
provided by the following correspondences:

The horizontal orientation (with both horizontal edges directed in), W E , corre-
sponds to each entry +1 in A, and the vertical orientation (with both vertical edges
directed in), N S, corresponds to each entry −1 in A; the other four orientations, N E ,
SW , N W and SE correspond to the entries 0 in A. Accordingly there are northwest
zeros (with edges pointing in the north and west directions), southwest zeros, northeast
zeros, and southeast zeros. Northwest zeros are those whose nearest nonzero neigh-
bour to the right, if it has one, is −1, and whose nearest nonzero neighbour below,
if it has one, is 1. Southwest zeros are those whose nearest nonzero neighbour to the
right, if it has one, is −1, and whose nearest nonzero neighbour below, if it has one,
is −1. Northeast zeros are those whose nearest nonzero neighbour to the right is 1,
and whose nearest nonzero neighbour below, if it has one, is 1. Southeast zeros are
those whose nearest nonzero neighbour to the right is 1, and whose nearest nonzero
neighbour below, if it has one, is −1.

The compass points matrices C M can then be associated to the set of all primed
shifted tableaux P ST that may be obtained by adding primes to the entries of the
unprimed tableau ST . For example, the entries N E in the kth row are associated with
an entry k in P ST and correspondingly to a weight factor xk . The entries SE in the
kth row are associated with an entry k ′ in P ST and correspondingly to a weight factor
yk . The entries N S in the kth row are associated with the two possible labels k and k ′

of the first box of each connected component of strk(P ST ) other than the one starting
on the main diagonal. Correspondingly each N S in row k is associated with a weight
factor (xk + yk). It should be pointed out that the main diagonal is not included at
all in the compass points matrix so that the first column corresponds to the second
diagonal and indeed in general, column k of C M corresponds to diagonal k + 1 of
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hydrogen molecules in frozen water. The vertices are laid out in an n × m grid and
each vertex has two incoming and two outgoing edges in a north, south, east, west
orientation. The square ice graph corresponding to (5.78) appears in Fig. 1.
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provided by the following correspondences:

The horizontal orientation (with both horizontal edges directed in), W E , corre-
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shifted tableaux P ST that may be obtained by adding primes to the entries of the
unprimed tableau ST . For example, the entries N E in the kth row are associated with
an entry k in P ST and correspondingly to a weight factor xk . The entries SE in the
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BoltzmannWeights

Each vertex is assigned a weight called a Boltzmann 
weight.  The value of this weight depends on the 
orientation of the adjacent edges.

A partition function is the sum of the weights over 
all possible states.
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weightings have already been provided [4], rather similar but not quite identical weightings
may perhaps be best motivated and described through the connection between µ-UASMs,
symplectic shifted tableaux and the square ice model that has proved to be such an invaluable
tool in the study of alternating sign matrices and their enumeration.

Square ice is a two dimensional grid that models the orientation of molecules in frozen
water, see for example Lieb [11], Bressoud [1], Lascoux [10]. In frozen water the model is
such that each individual molecule, consisting of two hydrogen atoms attached to an oxygen
atom, takes up one of the 6 possible orientations (the six vertex model) shown below.

H H H

↓ ↓ ↓
H → O ← H O H → O O ← H O ← H H → O

↑ ↑ ↑
H H H

W E N S N E SW N W SE

↑ ↓ ↑ ↓ ↑ ↓
→ · ← ← · → → · → ← · ← ← · ← → · →

↓ ↑ ↑ ↓ ↑ ↓

1 −1 0 0 0 0

(5.1)

As indicated in the second line of (5.1), the orientation of each molecule may be specified
by giving the compass directions of the bonds linking each hydrogen atom to the oxygen
atom. Thus WE represents a horizontal molecule, NS a vertical molecule and NE, SW, NW
and SE molecules in which the hydrogen bonds are mutually perpendicular. Alternatively,
each oxygen atom may be associated with a tetravalent vertex with two incoming and two
outgoing edges as shown in the third line of (5.1). At each vertex it is the incoming edges
that are associated with the hydrogen bonds displayed in the first line of (5.1).

Square ice configurations [11] consist of arrangements of the above molecules with an
oxygen atom at each point of a square n × n grid. The corresponding square ice graph [11]
is one in which the internal vertices sit at the grid points specified by the oxygen atoms. The
particular boundary conditions that correspond to ASM were apparently first considered by
Korepin [7]. As we have indicated all the internal vertices are tetravalent, with two incoming
and two outgoing edges. The boundary vertices, including corner vertices, are not usually
drawn. Corner vertices have no edges. Non-corner boundary vertices are of valency one,
but there may be boundary conditions on the edges linking them to the internal vertices.
Conventionally, each left or right non-corner boundary vertex has an edge pointing towards
the adjacent internal vertex, while each top or bottom non-corner boundary vertex has an
edge pointing away from the adjacent internal vertex.

1 zi(ti+1) ti zi zi 1

Sunday, May 29, 2011



Set the arrows at the boundary either in or out 
(some restrictions apply)

For example, suppose that n = 3 and λ = (3, 1, 0), so that λ+ρ = (5, 2, 0). Then
the spins on the boundary are as in the following figure.

5 4 3 2 1 0

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

(19)

The column labels are written at the top, and the vertex labels are written next to
each vertex. The edge spins are marked inside circles. We have left the edge spins on
the interior of the domain blank, since the boundary conditions only prescribe the
spins we have written. The interior spins are not entirely arbitrary, since we require
that at every vertex “•” the configuration of spins adjacent to the vertex be one of
the six listed in Table 1 under “Gamma ice.”

Let SΓ
λ be the Gamma ensemble determined by λ, by which we mean the set of all

such configurations, with the prescribed boundary conditions. If x ∈ SΓ
λ, we assign

a value w(x) called the Boltzmann weight . Indeed, Table 1 assigns a Boltzmann
weight to every vertex, and w(x) is just the product over all the vertices of these
Boltzmann weights. The partition function Z(S) of an ensemble S is

�
x∈S w(x).

As an example, suppose that n = 2 and l = (0, 0) so λ + ρ = (1, 0). In this case SΓ
λ

has cardinality two, and Z(SΓ
λ) = t1z2 + z1. The states are:

state

1 1

2 2

1 1

2 2

Boltzmann weight t1z2 z1

The partition function for general λ of arbitrary rank will be evaluated later in this
paper using the star-triangle relation.

15
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Look at all possible valid orientations for the 
arrows on the inside. Each set of valid 
orientations is a configuration.

It follows from Lemma 2 that taking the locations of − in the rows of vertical
lattice edges gives a sequence of strictly dominant weights forming a strict Gelfand-
Tsetlin pattern. For example, given the state

5 4 3 2 1 0

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

the corresponding pattern is

T =






5 2 0
3 0

3




 . (20)

It is not hard to see that this gives a bijection between strict Gelfand-Tsetlin patterns
and states with boundary conditions determined by λ. Let us say that the weight of
a state is (µ1, · · · , µn) if the Boltzmann weight is the monomial zµ =

�
zµi

i times a
polynomial in ti. If T is a Gelfand-Tsetlin pattern, let dk(T) be the sum of the k-th
row. We let dn+1(T) = 0.

Lemma 3 If T is the Gelfand-Tsetlin pattern corresponding to a state of weight µ,
then µk = dk(T)− dk+1(T).

Proof From Table 1, µk is the number of vertices in the k-th row that have an edge
configuration of one of the three forms:

i i i

Let αi’s (respectively βi’s) be the column numbers for which the top edge spin (respec-
tively, the bottom edge spin) of vertices in the k-th row is − (with columns numbered
in descending order, as always). By Lemma 2 we have α1 � β1 � α2 � · · · � αn+1−k.
It is easy to see that the vertex in the j-column has one of the above configurations
if and only if its column number j satisfies αi > j � βi for some i. Therefore the
number of such j is

�
αi −

�
βi = dk(T)− dk+1(T). �

17
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The weight of the configuration is the product 
of the Boltzmann weights of its vertices.

In this case,                  .

The partition function is the sum over all 
configurations of the weight of the 
configuration, i.e. 

37

xi

z7i ti(ti + 1)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

1

For example, suppose that n = 3 and λ = (3, 1, 0), so that λ+ρ = (5, 2, 0). Then
the spins on the boundary are as in the following figure.

5 4 3 2 1 0

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

(19)

The column labels are written at the top, and the vertex labels are written next to
each vertex. The edge spins are marked inside circles. We have left the edge spins on
the interior of the domain blank, since the boundary conditions only prescribe the
spins we have written. The interior spins are not entirely arbitrary, since we require
that at every vertex “•” the configuration of spins adjacent to the vertex be one of
the six listed in Table 1 under “Gamma ice.”

Let SΓ
λ be the Gamma ensemble determined by λ, by which we mean the set of all

such configurations, with the prescribed boundary conditions. If x ∈ SΓ
λ, we assign

a value w(x) called the Boltzmann weight . Indeed, Table 1 assigns a Boltzmann
weight to every vertex, and w(x) is just the product over all the vertices of these
Boltzmann weights. The partition function Z(S) of an ensemble S is

�
x∈S w(x).

As an example, suppose that n = 2 and l = (0, 0) so λ + ρ = (1, 0). In this case SΓ
λ

has cardinality two, and Z(SΓ
λ) = t1z2 + z1. The states are:

state

1 1

2 2

1 1

2 2

Boltzmann weight t1z2 z1

The partition function for general λ of arbitrary rank will be evaluated later in this
paper using the star-triangle relation.

15

Sunday, May 29, 2011



Proof idea...

38

It is not hard to see that this gives a bijection between strict Gelfand-Tsetlin patterns
and states with boundary conditions determined by λ. Let us say that the weight of
a state is (µ1, · · · , µn) if the Boltzmann weight is the monomial z

µ =
∏

zµi

i times a
polynomial in ti. If T is a Gelfand-Tsetlin pattern, let dk(T) be the sum of the k-th
row. We let dn+1(T) = 0.

Lemma 3 If T is the Gelfand-Tsetlin pattern corresponding to a state of weight µ,
then µk = dk(T) − dk+1(T).

Proof From Table 1, µk is the number of vertices in the k-th row that have an edge
configuration of one of the three forms:

i i i

Let αi and βi be, respectively, the numbers of the columns where the top edge spin or
the bottom edge spin of the vertex in the k-th row and i-column is − (with columns
numbered in descending order, as always). By Lemma 2 we have α1 ! β1 ! α2 !

· · · ! αn+1−k. It is easy to see that the vertex in the i-column has one of the above
configurations if and only if its column number i satisfies αj > i ! βj for some j.
Therefore the number of such i is

∑
αj −

∑
βj = dk(T) − dk+1(T). "

5 Evaluation of Gamma Ice

In this section we will prove

Theorem 5 Let λ = (λ1, · · · , λn) be a partition. Then

Z(SΓ
λ) =

∏

i<j

(tizj + zi)sλ(z1, · · · , zn).

To begin with, define

sΓ
λ(z1, · · · , zn; t1, · · · , tn) =

Z(SΓ
λ)

∏
i<j(tizj + zi)

. (21)

We will eventually show that sΓ
λ is the Schur polynomial sλ. But a priori it is not

obvious from this definition that sΓ
λ is symmetric, nor that it is a polynomial, nor

that it is independent of t.

18

Brubaker, Bump, Friedberg show that

is the Schur function by showing it is symmetric in z, and 
independent of t.

Then set t =-1 and show it is equivalent to the 
Weyl denominator formula.
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Factorial Schur Functions

sum is over all tableaux of shape λ, and c(α) is the 
content of the square (c(α)=j-i for square α).

39

Definition 2.1. The factorial Schur function sλ(x|a) is defined to be

sλ(x|a) =
∑

T

∏

α∈λ

(xT (α) − aT (α)+c(α))

where c(α) is the content of the cell α in the Young diagram of λ, defined by
c(i, j) = j − i. The summation is taken over all semistandard Young tableaux
T of shape λ.

We now state the primary properties of these factorial Schur functions
without proof.

Proposition 2.2. The factorial Schur function sλ(x|a) is symmetric in the
variables x1, . . . , xn.

Proposition 2.3. The collection of factorial Schur functions sλ(x|a) as λ
runs over all partitions with n parts, forms a basis for the ring of symmetric
polynomials in x1, . . . , sn. Restricting to symmetric polynomials of degree at
most m, the collection of factorial Schur functions sλ(x|a) as above with the
additional restriction that |λ| =

∑

i λi ≤ m forms a basis for this vector space.

Given a partition µ = (µ1, . . . , µn), define the sequence aµ = ((aµ)1, . . . , (aµ)n)
by (aµ)i = an+1−i+λi

.

Proposition 2.4 (Vanishing Theorem). Suppose that λ and µ are partitions
of at most n parts. Then

sλ(aµ|a) = 0 if λ #⊂ µ,

sλ(aλ|a) =
∏

(i,j)∈λ

(an+1−i+λi
− an−λ′

j+j).

3 Strict Gelfand-Tsetlin Patterns and Stair-

cases

To understand the possible states of square ice with the λ-boundary condition,
and to connect our combinatorial setup with the staircase language of Lascoux
[Las07], it will be useful to consider a bijection between such states and two
other combinatorial objects, namely strict Gelfand-Tsetlin patterns with top
row λ+ ρ and staircases with rightmost column missing λ+ ρ. We now define
these other families of objects.

A Gelfand-Tsetlin pattern is a triangular array of natural numbers

T =



















t1,1 t1,2 t1,3 . . . t1,n−1 t1,n

t2,1 t1,2 t2,3 . . . t2,n−1
. . . . .

.

tn,1



















subject to the inequalities ti,j ≤ ti+1,j ≤ ti,j+1 for all i and j. This pattern is
further called strict if the additional inequalities ti,j < ti,j+1 also hold.

To say that the top row of T is equal to λ + ρ is to say that t1,n+1−i =
n + 1 − i + λi for all i.

3
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Weighted Tableaux

Weight each entry k in position i, j by 

40

WEYL’S DENOMINATOR FORMULA FOR sp(2n) 275

Definition 2.2 Let µ = (µ1, µ2 , . . . , µr ) be a partition of length r , all of whose parts are
distinct. Then the set of all sl(n)-standard shifted tableaux of shape µ is defined by:

ST µ(sl(n)) = {S ∈ ST µ(A; a) | A = [n], a ∈ [n]r }, (2.6)

where the entries ηi j of each sl(n)-standard shifted tableau S are subject to the conditions
(S1)–(S5) of (2.3), with A = [n] = {1, 2 , . . . , n} and the elements of [n] subject to the
order relations 1 < 2 < · · · < n.

Definition 2.3 ([10]) Let µ = (µ1, µ2 , . . . , µr ) be a partition of length r , all of whose
parts are distinct. Then the set of all sl(n)-standard primed shifted tableaux of shape µ is
defined by:

PST µ(sl(n)) = {P ∈ PST µ(A, B; d) | A = [n], B = [n′], d ∈ [n, n′]r

with di ∈ {i, i ′} for i = 1, 2 , . . . , r}, (2.7)

where the entriesηi j in each sl(n)-standard primed shifted tableau P subject to the conditions
(P1)–(P6) of (2.4), with A = [n] = {1, 2 , . . . , n}, B = [n′] = {1′, 2′ , . . . , n′} and the
elements of D = [n, n′] = [n] ∪ [n′] subject to the order relations 1′ < 1 < 2′ < 2 < · · · <

n′ < n.

By way of illustration, in the case n = 5, λ = (4, 3, 3) and µ = (9, 7, 6, 2, 1) we have
typically:

T =
1 1 2 4

2 3 3

4 4 5

∈ T 433(sl(5)), S =

1 1 1 2 2 3 3 4 5

2 2 2 3 4 4 4

3 4 5 5 5 5

4 5

5

∈ST 97621(sl(5)) (2.8)

and

P =

1 1 1 2′ 2 3 3 4′ 5

2′ 2 2 3′ 4′ 4 4

3 4′ 5′ 5 5 5

4′ 5′

5′

∈ PST 97621(sl(5)). (2.9)

The structure of each T ∈ T λ(sl(n)) is that of a sequence of horizontal strips [8]. Each
horizontal strip, strk(T ), which may or may not be connected, is the subtableau of T con-
sisting of all boxes of T for which the entries ηi j take the same value k. The rules (2.2) are
such that there are no two boxes of a horizontal strip in the same column. In the same way
the structure of each S ∈ ST µ(sp(2n)) is that of a sequence of what we shall call ribbon
strips. They appear in the literature as boundary strips [19] where they are used to calculate

xi

z7i ti(ti + 1)

xk + ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

1

xi

z7i ti(ti + 1)

xk − ak+j−i

(x1 − a1) (x1 − a2) (x2 − a4) (x4 − a7)
(x2 − a1) (x3 − a3) (x3 − a4)
(x4 − a2) (x4 − a3) (x5 − a5)

xw1
1 xw2

2 · · ·xwn
n

x2
1x

2
2x

2
3x

3
4x5

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) we have

�

1≤i<j≤n

(xi+yj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

xNEk(A)
k ySEk(A)

k (xk+yk)
NSk(A).

Let µ = λ + δ be a strict partition of length �(µ) = n, with λ a
partition of length �(λ) ≤ n and δ = (n, n − 1, . . . , 1). Then for all
x = (x1, x2, . . . , xn) we have

�

1≤i<j≤n

(xi+txj) sλ(x) =
�

A∈Aµ(n)

n�

k=1

tSEk(A)(1+t)NSk(A)xNEk(A)+SEk(A)+NSk(A)
k

1
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Who are they?

Factorial Schur functions....what are they good for?

Originally due to Biedenharn and Louck (1989) 
in a different form: xk - k +1 +j - i.

Related to supersymmetric Schur functions 
(Macdonald, 1992 &1995 p54; Goulden and 
Greene, 1994)

Is there a connection to ASM?

41
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Other Boltzmann weights

McNamara 2009

42

U-TURN ALTERNATING SIGN MATRICES 407

weightings have already been provided [4], rather similar but not quite identical weightings
may perhaps be best motivated and described through the connection between µ-UASMs,
symplectic shifted tableaux and the square ice model that has proved to be such an invaluable
tool in the study of alternating sign matrices and their enumeration.

Square ice is a two dimensional grid that models the orientation of molecules in frozen
water, see for example Lieb [11], Bressoud [1], Lascoux [10]. In frozen water the model is
such that each individual molecule, consisting of two hydrogen atoms attached to an oxygen
atom, takes up one of the 6 possible orientations (the six vertex model) shown below.

H H H

↓ ↓ ↓
H → O ← H O H → O O ← H O ← H H → O

↑ ↑ ↑
H H H

W E N S N E SW N W SE

↑ ↓ ↑ ↓ ↑ ↓
→ · ← ← · → → · → ← · ← ← · ← → · →

↓ ↑ ↑ ↓ ↑ ↓

1 −1 0 0 0 0

(5.1)

As indicated in the second line of (5.1), the orientation of each molecule may be specified
by giving the compass directions of the bonds linking each hydrogen atom to the oxygen
atom. Thus WE represents a horizontal molecule, NS a vertical molecule and NE, SW, NW
and SE molecules in which the hydrogen bonds are mutually perpendicular. Alternatively,
each oxygen atom may be associated with a tetravalent vertex with two incoming and two
outgoing edges as shown in the third line of (5.1). At each vertex it is the incoming edges
that are associated with the hydrogen bonds displayed in the first line of (5.1).

Square ice configurations [11] consist of arrangements of the above molecules with an
oxygen atom at each point of a square n × n grid. The corresponding square ice graph [11]
is one in which the internal vertices sit at the grid points specified by the oxygen atoms. The
particular boundary conditions that correspond to ASM were apparently first considered by
Korepin [7]. As we have indicated all the internal vertices are tetravalent, with two incoming
and two outgoing edges. The boundary vertices, including corner vertices, are not usually
drawn. Corner vertices have no edges. Non-corner boundary vertices are of valency one,
but there may be boundary conditions on the edges linking them to the internal vertices.
Conventionally, each left or right non-corner boundary vertex has an edge pointing towards
the adjacent internal vertex, while each top or bottom non-corner boundary vertex has an
edge pointing away from the adjacent internal vertex.

xi/aj -1xi/aj1 1 1 1
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Partition function and 
Factorial Schur Function

McNamara 2009; Lascoux 2007 (in different 
language).
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rectangular array of square ice consisting of n rows and n + λ1 columns (the
effect of adding more columns to the right will trivially have no effect on
the partition function). On this model, we impose the following boundary
conditions, which are the same as found in [BBF]. The left and right hand
boundaries will be filled with hydrogen atoms with the lower boundary com-
pletely devoid of hydrogen atoms. These conditions already imply that along
the upper boundary exactly n of the columns will not have hydrogen atoms,
we insist that these be in the columns λi + n + 1− i for i = 1, . . . , n. We shall
call this boundary condition the λ-boundary condition. An example of such
a configuration with λ = (5, 4, 1) is
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Let x1, x2, . . . , xn and a1, a2, . . . , an+λ1
be two alphabets of variables. For

computing the partition function, we use the following set of Boltzmann
weights. For the vertical molecule in row i and column j, we attach the
weight xi/aj . For the molecule with hydrogen atoms to the north and west,
we attach the weight xi/aj − 1. For all other orientations of molecules, we
attach the weight 1. Let Zλ(x|a) denote the corresponding partition function.
Our main theorem is the following.

Theorem 1.1. [Las07, Theorem 1] Up to a monomial, the partition function
Zλ is equal to a factorial Schur function. Explicitly, we have

Zλ(x|a) =
xδ

a(λ+ρ)′
sλ(x|a).

The notation of the above, used through out this paper, is that whenever
y = (y1, y2, . . .) and µ = (µ1, µ2, . . .) is a multi-index, then yµ = yµ1

1 yµ2

2 · · · .
We define the partition ρ to be (n − 1, n − 2, . . . , 0) and the multi-index δ as
(0, 1, . . . , n−1). For any partition λ, λ′ denotes its conjugate (the reflection of
λ, identified with its Young diagram, in the main diagonal). A cell (i, j) ∈ λ
refers to the box in the intersection of the i-th row and j-th column of the
Young diagram of λ.

Our proof is fundamentally different to that of [Las07]. We begin by
showing the symmetry of x−δZλ(x|a) and then use the characteristic vanishing
properties of factorial Schur functions to identify the partition function as a
factorial Schur function.

The author would like to thank Ben Brubaker, Alain Lascoux and Steven
Sam for helpful conversations.

2 Factorial Schur functions

We present an overview of the definition and basic properties of factorial Schur
functions for which [Mol98] can be taken as a reference.

2
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Proof idea...

Show the symmetry of the partition function Z

Use the “vanishing” properties of the factorial Schur 
function

Show the partition function and the factorial Schur 
function are one and the same
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