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Large-scale structures in geophysical flows

Geophysical flows self-organize into large-scale coherent structures, which play
a major part in weather/climate.

Rare events may matter in geophysical fluid dynamics
Large deviation theory and rare transitions

Numerical computation of rare events

Rare transitions between two attractors
Rare events that have a huge impact

Jupiter’s Zonal Jets
We look for a theoretical description of zonal jets

Jupiter’s atmosphere
Jupiter’s zonal winds (Voyager and

Cassini, from Porco et al 2003)

F. Bouchet CNRS–ENSL Large deviation theory and GFD.

They fluctuate and undergo abrupt transitions.

FIG. 3. Yearly paths of the Kuroshio and Kuroshio Extension defined by the 170-cm contours in the weekly SSH fields.
Here paths are plotted every 14 days.
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Kuroshio path

Laboratory experiments in rotating an-
nuli with a radial temperature gradient have
helped in the understanding of the mecha-
nism of baroclinic instability and the atmo-
sphere’s general circulation (17). Introduc-
ing wavenumber 2 topography in such an-
nuli produced new phenomena (18) but did
not adequately explain the spatiotemporal
features of the atmosphere’s observed and
modeled low-frequency variability (19).

To further understand the dynamics of
zonal flow over topography, we carried out
laboratory experiments on a barotropic rotat-
ing annulus (20, 21) with two mountain ridg-
es. The flow was produced by mechanical
pumping and suction rather than by differen-
tial heating of the side walls (17). With the
rapid rotation and absence of buoyant driving
forces, the flow in the annulus was essentially
two-dimensional (21) and could be compared
with barotropic model results. These experi-
ments facilitate exploration of the flow’s be-
havior over a wide parameter range: an hour
at a rotation frequency of 2 Hz corresponds to
20 simulated years.

The annular tank’s inner radius r1 !
10.8 cm, its outer radius r2 ! 4r1, and its
height varied linearly from 17.1 cm at the
inner to 20.3 cm at the outer radius. Flow
was produced by pumping fluid in through a
ring of 120 holes (0.26 cm in diameter) at
rsource ! (3.25)r1 and out through a ring of
holes at rsink ! (1.75)r1. The annulus was
filled with water (kinematic viscosity " !

0.009 cm2 s–1) up to a flat lid. When the
tank rotated rapidly, the action of the Co-
riolis force on the radial flow resulted in a
corotating (eastward) jet with a much high-
er velocity than the radial flow generated
directly by the pumping (20, 21). The slop-
ing bottom of the annulus models the

change in Coriolis force as a function of
latitude for spherical planets [the # effect,
which in the present case is given by # !
2$s/h, where s ! 0.1 is the slope, h ! 18.7
cm is the mean height of the annulus, and
$ is the angular velocity of the annulus
(21)]. Two radial aluminum ridges were

Fig. 1. Atmospheric pictures of (A) zonal and (B) blocked flow, showing
contour plots of the height (m) of the 700-hPa (700 mbar) surface, with a
contour interval of 60 m for both panels. The plots were obtained by averag-
ing 10 days of twice-daily data for (A) 13 to 22 December 1978 and (B) 10 to
19 January 1963; the data are from the National Oceanic and Atmospheric

Administration’s Climate Analysis Center. The nearly zonal flow of (A) includes
quasi-stationary, small-amplitude waves (32). Blocked flow advects cold
Arctic air southward over eastern North America or Europe, while decreasing
precipitation in the continent’s western part (26).

Fig. 2. Time-averaged stream function contours calculated from experimental data for (A) zonal and (B)
blocked flow. The peaks of the ridges are indicated by dashed lines, and the profile of each ridge is
shown by black curves outside the rim of the round panels. The contour interval is 15 cm2 s–1 for both
plots. The annulus rotates counterclockwise, and the flow is in the direction of rotation (eastward). The
Rossby numbers Ro for the zonal and blocked flows are 0.33 % 0.02 and 0.22 % 0.02, respectively
(pump flux F ! 390 and 260 cm3 s–1, respectively); for both flows, the Ekman number Ek ! 4.8 & 10'4

($ ! 3( rad s–1). A video camera was used to track neutrally buoyant particles of 1 mm diameter, and
time-averaged stream functions were determined by averaging the particle trajectories in time (23) and
fitting the results to basis functions. The highs and lows of the stream function are indicated by bold
letters H and L, respectively. The black dots indicate the horizontal location of the hot-film probe.
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Zonal/blocked Jet Stream transition
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Kuroshio path1

Laboratory experiments in rotating an-
nuli with a radial temperature gradient have
helped in the understanding of the mecha-
nism of baroclinic instability and the atmo-
sphere’s general circulation (17). Introduc-
ing wavenumber 2 topography in such an-
nuli produced new phenomena (18) but did
not adequately explain the spatiotemporal
features of the atmosphere’s observed and
modeled low-frequency variability (19).

To further understand the dynamics of
zonal flow over topography, we carried out
laboratory experiments on a barotropic rotat-
ing annulus (20, 21) with two mountain ridg-
es. The flow was produced by mechanical
pumping and suction rather than by differen-
tial heating of the side walls (17). With the
rapid rotation and absence of buoyant driving
forces, the flow in the annulus was essentially
two-dimensional (21) and could be compared
with barotropic model results. These experi-
ments facilitate exploration of the flow’s be-
havior over a wide parameter range: an hour
at a rotation frequency of 2 Hz corresponds to
20 simulated years.

The annular tank’s inner radius r1 !
10.8 cm, its outer radius r2 ! 4r1, and its
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quasi-stationary, small-amplitude waves (32). Blocked flow advects cold
Arctic air southward over eastern North America or Europe, while decreasing
precipitation in the continent’s western part (26).

Fig. 2. Time-averaged stream function contours calculated from experimental data for (A) zonal and (B)
blocked flow. The peaks of the ridges are indicated by dashed lines, and the profile of each ridge is
shown by black curves outside the rim of the round panels. The contour interval is 15 cm2 s–1 for both
plots. The annulus rotates counterclockwise, and the flow is in the direction of rotation (eastward). The
Rossby numbers Ro for the zonal and blocked flows are 0.33 % 0.02 and 0.22 % 0.02, respectively
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fitting the results to basis functions. The highs and lows of the stream function are indicated by bold
letters H and L, respectively. The black dots indicate the horizontal location of the hot-film probe.

REPORTS

www.sciencemag.org ! SCIENCE ! VOL. 278 ! 28 NOVEMBER 1997 1599

Zonal/blocked Jet Stream transition2

1B Qiu and S. M. Chen (2005). J. Phys. Oceanogr.
2E. R. Weeks et al. (1997). Science
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Turbulent flows and degrees of freedom

Navier-Stokes equations: nonlinear term couples wide range of scales.

∂tu + u ·∇u = −1

ρ
∇P + ν∆u, Re = UL/ν, #DOF ∼ Re9/4 ≈ 1020

ONERA wind tunnel (Gagne, Hopfinger)



Introduction Kinetic Theory: timescale separation Testing Kinetic Theory: mean-flow and fluctuations Conclusion

Turbulent flows and degrees of freedom

Navier-Stokes equations: nonlinear term couples wide range of scales.

∂tu + u ·∇u = −1

ρ
∇P + ν∆u, Re = UL/ν, #DOF ∼ Re9/4 ≈ 1020

ONERA wind tunnel (Gagne, Hopfinger)



Introduction Kinetic Theory: timescale separation Testing Kinetic Theory: mean-flow and fluctuations Conclusion

Turbulent flows and degrees of freedom

Navier-Stokes equations: nonlinear term couples wide range of scales.

∂tu + u ·∇u = −1

ρ
∇P + ν∆u, Re = UL/ν, #DOF ∼ Re9/4 ≈ 1020

ONERA wind tunnel (Gagne, Hopfinger)

Statistical Physics Approach



Introduction Kinetic Theory: timescale separation Testing Kinetic Theory: mean-flow and fluctuations Conclusion
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Navier-Stokes equations: nonlinear term couples wide range of scales.

∂tu + u ·∇u = −1

ρ
∇P + ν∆u, Re = UL/ν, #DOF ∼ Re9/4 ≈ 1020

ONERA wind tunnel (Gagne, Hopfinger)

Statistical Physics Approach
Difficult problem: closure !
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Mean-flow/turbulence interactions

How to compute velocity profile in turbulent shear flows?
There is no consistent theory of mean-flow/turbulence interactions.

E.g. Turbulent Boundary Layer

VOLUME 78, NUMBER 2 P HY S I CA L REV I EW LE T T ER S 13 JANUARY 1997

FIG. 2. Linear-log plot of velocity profiles normalized using
inner scaling variables for 13 different Reynolds numbers
between 31 3 103 and 35 3 106.

incomplete similarity suggested in [4] where the empiri-
cal constants in the power law depend on the Reynolds
number and a log law is not obtained even at very large
Reynolds numbers. Our results indicate that the power-
law scaling exists in a discrete region between the inner
region and outer region or logarithmic overlap region, de-
pending on the magnitude of the Reynolds number, and
the empirical constants in the power law do not depend
on the Reynolds number when expressed using inner scal-
ing variables. We argue that this region is not the overlap
region expected at a very large Reynolds number, but an
intermediate overlap region that covers the range of y

1 at
which most previous experiments have been performed.
At a very large Reynolds number, another overlap region
is apparent, and the scaling in this region appears to be
logarithmic.

FIG. 3. Log-log plot of velocity profiles within 0.1R of the
wall normalized using inner scaling variables for 26 different
Reynolds numbers between 31 3 103 and 35 3 106.

In Fig. 4 the data are shown using linear-log coordi-
nates in order to emphasize the log-law dependence. For
y

1 . 500, a log law with a value of k equal to 0.436
and an additive constant of 6.13 is in excellent agreement
with the velocity data up to y

1 ¯ 0.1R

1. The value of k
was found by curve fitting the friction factor data (see [7]
or [8] for a complete description of this procedure). The
constant B was found from a curve fit of the velocity pro-
files using k ≠ 0.436 in the range 500 , y

1 , 0.1R

1.
The first three data points near the wall were neglected
due to the unacceptable uncertainty in their position, and
only Reynolds numbers with at least ten data points in
the assumed logarithmic region were analyzed. The indi-
vidual values of B were averaged (no weighting) for each
Reynolds number. This value of B shows no Reynolds
number dependence and has an average value of 6.13 with
a standard error of 60.04. The velocity data are within
60.68% (95% confidence interval) of the log law shown.
If y ¯ 0.1R is the near-wall limit of the outer region,

it would appear that a logarithmic overlap region does not
exist for R

1 , 5 3 103, which for a pipe corresponds to
Re , 300 3 103. To distinguish a logarithmic overlap
region over an order of magnitude in y

1 requires R

1 .
5 3 104 (Re . 3 3 106 for a pipe) which has only been
achieved here, and in the investigations by [1] and [10].
Therefore, the Reynolds number dependence of k observed
by many investigators may well be due to the fact that
the scaling is not a log law, but appears to be a power
law for 50 , y

1 , 500. For instance, the value of k
given by k ≠ s y

1≠U

1y≠y

1d21 varies from 0.49 to 0.36
for 50 , y

1 , 500 which is consistent with the variation
observed by previous investigators (for example, [11]).
The power-law and log-law scaling in the mean veloc-

ity profile can be explained with an overlap argument:
incomplete similarity in the power-law region and full
similarity in the log-law region. The existence of both

FIG. 4. Linear-log plot of velocity profiles within 0.1R of the
wall normalized using inner scaling variables for 26 different
Reynolds numbers between 31 3 103 and 35 3 106.

241

Experimental data for pipe flow3

Conservation equations: ε ≈ −τU ′ with τ ≡ 〈uv〉 ≈ const.

I 3D: The mean-flow feeds turbulence, τU ′ < 0. Not closed! ε(y)?

I 2D: Turbulence feeds the mean-flow, τU ′ > 0.

3M. V. Zagarola and A. J. Smits (1997). Phys. Rev. Lett.
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I 2D: Turbulence feeds the mean-flow, τU ′ > 0.
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Finite-size effects in 2D turbulence: condensation

Simplest possible system: 2D Navier-Stokes with linear friction

∂tω + u ·∇ω = ν∆ω − αω + fω.

When α is small enough, the inverse cascade reaches the box scale:
“condensation”.

L. M .  Smith and V. Yakhot 

(h )  

FIGURE 7(&). For caption see facing page. 

DNS4

Turbulence on the water surface Rome, March 2015 M. Shats 

Spectral condensation in Faraday turbulence 
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Novel method of converting energy of the wave vertical energy into 
coherent horizontal motion 

ANU 2D experiments
(EM, Faraday waves)5

4L. M. Smith and V. Yakhot (1994). J. Fluid Mech.
5H Xia et al. (2009). Phys. Fluids; see also J. Sommeria (1986). J. Fluid Mech.
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Zonal Jets in Rotating Flows

Beta-plane turbulence: ∂tω + u · ∇ω + βv = ν∆ω − αω + fω.

bulence, while most authors use short correlated stochastic
forcing, Marcus et al.16 apply a steady ‘‘four-mode’’ source
F0 cos(kfx/!2)cos(kfy/!2).

Strictly speaking, the ‘‘universality’’ of the k!5 scaling
implies constant value C"Cz in !3" independent of forcing,
dissipation, etc. Yet the above works produced widely diver-
gent estimates of Cz . Specifically, Refs. 8, 15, and 9 estimate
it in the range 0.3–0.5, which is an order of magnitude
higher than Cz#0.08 of Ref. 16.

Our paper attempts to re-examine some conventional
ideas and results of the beta-plane turbulence,21,22 focusing
on its zonal structure and the effects of frictional dissipation.
We show the resulting turbulent quasiequilibrium to depend
on a subtle interplay between the beta and friction terms. The
former gives rise to Rhines scale !2", the latter defines a
frictional scale k fr !5", the ‘‘would-be arrest scale’’ in the
absence of beta. In Ref. 23 we proposed ratio $"kRh /k fr , as
a measure of anisotropy, or ‘‘zonal strength’’ of the flow !see
Sec. II". Indeed, small $#1 gives nearly isotropic turbulence,
while $$1 implies strong zonal regime.

Earlier work24 studied in detail zonal jets of beta-plane
turbulence, and found a peculiar frontal-band !saw-tooth"
pattern of the vorticity profile !illustrated in Fig. 1". The
sloping sides of the teeth !zones" have nearly constant nega-
tive mean gradient %&/%y"!'*%!' , separated by narrow
‘‘frontal bands’’ with steep positive slope. The corresponding
zonal mean velocity acquires a piecewise parabolic shape
with strong !eastward" jets centered at frontal bands, inter-
laced with broad shallow westward jets. Similar patterns are
routinely found in numeric simulations !see, e.g., Refs. 6 and
15", and observed zonal jets on giant planets !see, e.g., Refs.
3 and 7".

Our paper continues the study of Ref. 24, and examines
in detail zonal jet structure on beta plane: its, stability, inter-
action with turbulent background, the effect of forcing, dis-
sipation, initialization, and its contribution to the energy
spectra. We observe frontal bands to appear consistently in
all stochastically forced cases,25 and describe them by two
basic parameters: the principal jet number k j#kRh , and the
mean negative slope of zonal vorticity '* . Frontal bands

create regular !quasiregular" sequences of spectral peaks
clustered at harmonics of the principal jet number. Those are
superimposed on a lower level background spectrum. The
entire spectrum !peaks plus background" can vary slowly in
time, but these variations do not allow a meaningful ‘‘time
averaging’’ to produce a ‘‘scaling law.’’

Indeed, scaling behavior, if any, should be studied sepa-
rately for the continuous !background" spectrum, and for
peaks’ envelope of large scale zonal flow. The peaks’ enve-
lope Ref. 24 can be shown to fall off steeper than k!4. Yet
the envelope curves and ‘‘universal constants’’ Cz prove
highly sensitive to forcing and dissipation parameters, a far
cry of ‘‘universality.’’

The only ‘‘universal feature’’ of the beta-plane turbu-
lence found in our experiments is the saw-tooth !frontal-
band" pattern of zonal mean vorticity. So any meaningful
parametrization of the large scale spectra should account for
zonal structure, through its parameters k j , '* and a suitable‘‘shape functions,’’ discussed in Sec. VC.

Our paper starts with an overview of the basic beta-plane
phenomenology and scaling !Sec. II". Then we outline nu-
meric experiments !Sec. III", examine the frontal band struc-
ture of various flow regimes !Sec. V", study its implications
for zonal and isotropic spectra !Sec. VC", and conclude with
some open problems.

II. BASIC PHENOMENOLOGY

Beta-plane turbulence is modeled by 2D vorticity equa-
tion !1" with forcing term F, and dissipation D. The forcing
term is usually localized in the vicinity of large wave number
k f , and the dissipation operator combines frictional and vis-
cous terms. For computational purposes, one often applies
so-called hypofriction and hyperviscosity,

D"!(n!!)2"!n!*)2m. !4"

The former !(-term" serves to suppress the upscale energy
cascade, the latter !viscosity" halts the downscale enstrophy
cascade.

FIG. 1. Left panel, snapshot of the vorticity field in
hypofriction run 7 with superimposed instantaneous
zonal mean vorticity profile. Abscissa and ordinate are x
and y coordinates. The gray palette is from !15 !black"
to 15 !white". The vorticity profile is centered around
x"+ and corresponds to ,&(y)-/5. Right panel,
,d&(y)/dy- !thin line" averaged over 100 units centered
around the snapshot time and zonal velocity !thick line"
multiplied with 100 to fit the same axes.

2593Phys. Fluids, Vol. 16, No. 7, July 2004 Scaling, spectra and zonal jets in beta-plane turbulence
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Potential vorticity and zonal velocity profile6.

6S. Danilov and D. Gurarie (2004). Phys. Fluids; see also P. B. Rhines (1975). J. Fluid Mech. M. E. Maltrud and G. K. Vallis (1991).
J. Fluid Mech. B Galperin and S Sukoriansky (2001). Phys. Fluids,...
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Main Questions and Theoretical Tools

Generic questions:

I Can we predict self-organization of geophysical flows into large scale
coherent structures?

I Characterize the attractors of geophysical turbulence

I Study fluctuations around the mean state

I What aspects of abrupt transitions in turbulent flows are predictable?

Tools from Statistical Physics
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Equilibrium States7 vs. numerical simulations8: NOT FOR DISTRIBUTION JSTAT_045P_1213 v2

Hyperviscosity and statistical equilibria of Euler turbulence 22

Figure 3: Scatter plots of the radial vorticity profiles !(r) of a typical positive vortex

obtained from numerical simulation and in MRS-2. Black: numerical simulation of

Sphere (ã) (similar to Sphere (a)) and Torus (a). Red: MRS-2 symmetric quadrupole

and symmetric dipole solutions based upon the initial energies of the corresponding

numerical simulations.

with the straight line of MRS-2 equilibria. That the scatter plot for Sphere (a) shows two

branches is related to the dynamically-trapped asymmetry between the two same-signed

coherent vortices: for example, one of the negative vortex is much weaker than the other

one. The asymmetry indicates that the coherent structures still retain some memory of

the details of the initial states; it cannot be related to equilibrium features. The scatter

plots also show that the vorticity along each streamline of the fluid is approximately

single-valued. Upon reaching such a state, the nonlinear advection term in the EOM

becomes small, energy redistribution among di↵erent scales due to nonlinear interaction

has almost stopped, and the structure decays linearly under hyperviscosity. Thus the

energy in the higher-wavenumber modes will never completely go to the lowest modes

to agree with MRS-2. This is confirmed by extending the integration time of Torus

(a): figure 6 shows that during the long time period from t = 3500 to t = 10 000, the

coherent vortices drift slowly around but the shape of the radial vorticity profile !(r)

maintains the same sharp peak.

The shape of the radial vorticity profile !(r) and the vorticity-streamfunction

relationship for the coherent structure are insensitive to changes in the initial resolved

Casimirs, when the odd-order resolved Casimirs are close to zero initially. This contrasts

with the findings in conservative simulations that !(r) and !- relationship vary with

initial Casimirs [40, 41]. There is no contradiction because the resolved Casimirs in non-

conservative simulations are not the exact Casimirs of the underlying Euler flows. Here

numerical simulation for the torus is performed again but with two di↵erent random

initial states. The initial states of the three runs have the same energy but di↵erent

will be mentioned later can refer to ± tanh-like.

The set of MRS equilibria is huge: difficult to make quantitative predictions.
Can we find a theory which provides quantitative predictions based on forc-
ing/dissipation?

7C. Herbert (2013). J. Stat. Phys.
8W. Qi and J. B. Marston (2014). J. Stat. Mech.
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Main Questions and Theoretical Tools

Generic questions:

I Can we predict self-organization of geophysical flows into large scale
coherent structures?

I Characterize the attractors of geophysical turbulence

I Study fluctuations around the mean state

I What aspects of abrupt transitions in turbulent flows are predictable?

Tools from Non-Equilibrium Statistical Physics

I Kinetic Theory

I Large Deviation Theory
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Timescale separation in geophysical flows

In some flows, there is a natural timescale separation, usually associated to a
broken symmetry of the Navier-Stokes equations.

E.g. Jupiter7:

Cassini Imaging of Jupiter’s
Atmosphere, Satellites, and Rings

Carolyn C. Porco,1* Robert A. West,2 Alfred McEwen,3

Anthony D. Del Genio,4 Andrew P. Ingersoll,5 Peter Thomas,6

Steve Squyres,6 Luke Dones,1 Carl D. Murray,7

Torrence V. Johnson,2 Joseph A. Burns,6 Andre Brahic,8

Gerhard Neukum,9 Joseph Veverka,6 John M. Barbara,4

Tilmann Denk,10 Michael Evans,1 Joseph J. Ferrier,4

Paul Geissler,3 Paul Helfenstein,6 Thomas Roatsch,10

Henry Throop,1 Matthew Tiscareno,3 Ashwin R. Vasavada11

The Cassini Imaging Science Subsystem acquired about 26,000 images of the
Jupiter system as the spacecraft encountered the giant planet en route to
Saturn. We report findings on Jupiter’s zonal winds, convective storms, low-
latitude upper troposphere, polar stratosphere, and northern aurora. We also
describe previously unseen emissions arising from Io and Europa in eclipse, a
giant volcanic plume over Io’s north pole, disk-resolved images of the satellite
Himalia, circumstantial evidence for a causal relation between the satellites
Metis and Adrastea and the main jovian ring, and information on the nature of
the ring particles.

The Cassini spacecraft was launched in
October 1997 and, en route to Saturn, en-
countered Jupiter in December 2000. Dur-
ing this event, the Cassini Imaging Science
Subsystem (ISS), the highest resolution
two-dimensional imager on the Cassini or-
biter (1), collected !26,000 images of Ju-
piter, its satellites, and its rings. Scientific
objectives at Jupiter included investigation
of its three-dimensional cloud structure,
global meteorology, and auroras; imaging
of known satellites, especially during
eclipse; searching for previously unseen
satellites; and determining the structure,
particle properties, and temporal variability
of the jovian rings.

The Cassini Jupiter flyby was slow and nearly
equatorial (1). Data collection began on 1 Octo-
ber 2000 with the spacecraft 3.8° above Jupiter’s
equatorial plane and approaching the planet from
a phase (Sun-Jupiter-spacecraft) angle of 20° and
a distance of 84.7 million km. By the middle of
December, the phase dropped to 0°, and the
spacecraft began a month-long sweep through a
large range of phase angles. By 15 January 2001,
the spacecraft was on an asymptotic trajectory
out of the jovian system, looking back on a
crescent Jupiter from a distance of 18 million km,
a phase angle of 120°, and an elevation of 3°
below the plane of the equator. The last Jupiter
images were taken on 22 March 2001.

Cassini’s closest approach distance to Jupi-
ter’s cloud tops (30 December 2000, 10:05 UTC)
was 136 jovian radii RJ, or 9.72 million km, and
resulted in an image scale in the narrow-angle
camera (NAC) of 58 km/pixel. Thus, Cassini
images did not have the exquisitely high resolu-
tion of Voyager and Galileo images. However,
the long duration of the flyby, the large data
storage capacity and high transmission rate of the
spacecraft, and the photometric sensitivity, lin-
earity, spectral range, and numerous data collec-
tion modes of the ISS (2) made it possible to
acquire many high-quality time-lapse images of
Jupiter’s changing atmosphere between 1 Octo-
ber 2000 and 22 March 2001 and to image dy-
namic processes within the jovian satellite and
ring systems.
Jupiter’s atmosphere. The lengthy 6-

month baseline of Cassini Jupiter observations
and the wide spectral range of the ISS from the
ultraviolet (UV) into the near-infrared (near-IR)

were critical for discriminating Jupiter’s multi-
level clouds, aerosols, and hazes and for moni-
toring the evolving cloud structures and winds
that reveal underlying atmospheric dynamics
and chemistry (1). The stability of Jupiter’s zonal
winds, given the turbulent nature of its cloud
patterns, is a remarkable feature of its atmo-
sphere. Nonetheless, the zonal wind profile as
observed by the ISS (3) (Fig. 1) shows small
changes in the shape and speed (less than or
equal to !40 m/s) of some of the zonal jets, as
compared to those observed by Voyager (4),
consistent with recent analyses from Galileo and
the Hubble Space Telescope (HST ) (5–7). It
also reveals polar jets in each hemisphere that
were not previously detected in the visible-
wavelength Voyager data. Toward the polar
regions in each hemisphere, the banded patterns
that characterize Jupiter’s appearance gradually
give way to a seemingly chaotic pattern of
hundreds of interacting vortices. However,
Cassini movies of the jovian atmosphere reveal
that near the poles, as at lower latitudes, the

1Department of Space Sciences, Southwest Research
Institute, 1050 Walnut Street, Suite 400, Boulder, CO
80302, USA. 2Jet Propulsion Laboratory, California Insti-
tute of Technology, 4800 Oak Grove Drive, Pasadena,
CA 91109, USA. 3Department of Planetary Sciences,
University of Arizona, 1629 East University Boulevard,
Tucson, AZ 85721, USA. 4Goddard Institute for Space
Studies, NASA, 2880 Broadway, New York, NY 10025,
USA. 5Division of Geological and Planetary Sciences,
California Institute of Technology, 150-21, Pasadena, CA
91125, USA. 6Department of Astronomy, Cornell Uni-
versity, Space Sciences Building, Ithaca, NY 14853, USA.
7Astronomy Unit, Queen Mary, University of London,
London E1 4NS, UK. 8Centre d’Etudes de Saclay, Univer-
sity of Paris, L’Orme des Merisiers, 91191 Gif-sur-Yvette
Cedex, France. 9Department of Earth Sciences, Freie
Universität, 12249 Berlin, Germany. 10Institute for Space
Sensor Technology and Planetary Exploration, German
Aerospace Center, Rutherfordstrasse 2, 12489 Berlin,
Germany. 11Department of Earth and Space Sciences,
University of California, Los Angeles, CA 90095, USA.

*To whom correspondence should be addressed. E-
mail: carolyn@ciclops.swri.edu

Fig. 1. (Left) The black line is the average of wind
speeds measured with an automatic correlation
technique on 29 pairs of Cassini images separated
by 10 hours (3); the red line is derived from
Voyager 2 images (4). The eastward jet at 23°N
has slowed from 180 to 140 m/s. The westward
jet at 30°N and the jets between 40° and 55°N
also show changes of 10 to 20 m/s and small
shifts in latitude. (Right) Latitudinal distribution of
convective feature occurrence. Latitudes are esti-
mates in planetocentric coordinates obtained by
visually mapping a grid to the limb. Estimated
accuracies are !1° near the equator and degrade
with increasing latitude. Gray regions are belts;
white regions are zones.
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Zonal wind measured by Voyager 2 (1979,
red) and Cassini (2000, black).

1.2. PHENOMENOLOGY OF MID–LATITUDE ZONAL JETS

(a) (b)

Figure 1.1: (a) Zonal velocity profile from Voyager 2 in 1979 (red curve) and from
Cassini in 2000 (black curve). (b) Picture of the small-scale turbulence at different
dates [90]. The small-scale turbulent eddies clearly evolve much faster than the
zonal jets.

also been reproduced in numerical simulations of simplified models [27, 57, 111].

It has been suggested that planetary zonal jets may also have a large impact on
abrupt climate changes [28, 107]. Such abrupt change has been observed on Jupiter
in the end of the 40’s [95, 118], and the relevance of such abrupt changes for past
and future Earth climate changes is still an open question.

1.2 Phenomenology of mid–latitude zonal jets

1.2.1 Basic equations of large scale mid–latitude atmospheric
dynamics

Climate dynamics involves many different phenomena, occuring over a wide range
of temporal and spatial scales [88]. For this reason, the theoretical description of the
climate system involves a large set of coupled equations. For practical reasons, and
in order to extract the basic ingredients responsible for the phenomenon of interest,
we have to use simplified equations.

In the study of atmospheric flows, the basic equations are the three-dimensional
Navier-Stokes equations in the rotating frame of reference of the planet. Dimensional
analysis of the different terms involved in these equations allow to perform major
simplification [110]

• If the typical length scale of the horizontal motion L is much larger than the
depth of the atmosphere, then the vertical motion resumes to the hydrostatic

12

Cassini

7C. C. Porco et al. (2003). Science.
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Adiabatic elimination of fast variables8 (stochastic averaging)

Slow-fast SDE:

dXt = f (Xt ,Yt)dt +
√

2εdWt ,

dYt = α−1g(Xt ,Yt)dt +
√
α−1h(Xt ,Yt)dWt .

I Joint PDF P(x , y ; t); Fokker-Planck equation ∂tP = (α−1L0 + L1)P.
I Stationary distribution for fast modes at fixed x and projection operator:

L0P
x
∞(y) = 0, Pφ = Px

∞(y)

∫
dyφ(x , y).

I Write Ps = PP, Pf = (1− P)P. We have
∂tPs = P(α−1L0 + L1)P = PL1P.

I At lowest order, ∂tPs = PL1Ps + O(α) and Ps(x , y) = Px
∞(y)Q(x) with

∂Q

∂t
= − ∂

∂x
[Ex
∞[f ]Q(x)] + ε

∂2

∂x2
Q + O(α).

Finally, after adiabatic reduction:

dXt = EXt
∞[f ]dt +

√
2εdWt .

8e.g. C. W. Gardiner (2009). Handbook of Stochastic Methods for physics, chemistry, and the natural sciences. 4th edition. Springer,
Berlin.
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Adiabatic elimination of fast variables: zonal jets

Reynolds decomposition for the zonal jets

ω = ω̄ + ω′, with ·̄ the projection on the (slow) zonal modes.
Formally,

∂t ω̄ + Lω̄[ω̄] = −∂ iu′iω
′ + η̄,

∂tω
′ + L′ω̄[ω′] = −u′i ∂ iω′ + ∂ iu′iω

′ + η′.

Adiabatic reduction at lowest order9:

∂t ω̄ + Lω̄[ω̄] = −∂ iEω̄[u′iω
′] + η̄,

∂tω
′ + L′ω̄[ω′] = η′.

I No UV divergences
I Eddy-eddy interactions do not contribute at leading order.

The fluctating vorticity field is an Ornstein-Uhlenbeck process characterized by
the two-point correlation function g(r1, r2, t) = Eω̄[ω′(r1, t)ω′(r2, t)], which
satisfies the Lyapunov equation:

∂tg + L′
(1)
ω̄ g + L′

(2)
ω̄ g = C ′,

with C ′(r1, r2, t) = E[η′(r1, t)η′(r2, t)] the correlation matrix of the Gaussian
white noise η′.

9F. Bouchet et al. (2013). J. Stat. Phys.
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Adiabatic elimination of fast variables: zonal jets

Reynolds decomposition for the zonal jets

ω = ω̄ + ω′, with ·̄ the projection on the (slow) zonal modes.
Formally,

∂t ω̄ + Lω̄[ω̄] = −∂ iu′iω
′ + η̄,

∂tω
′ + L′ω̄[ω′] = −u′i ∂ iω′ + ∂ iu′iω

′ + η′.

Adiabatic reduction at lowest order:

∂t ω̄ + Lω̄[ω̄] = −∂ iEω̄[u′iω
′] + η̄,

∂tω
′ + L′ω̄[ω′] = η′.

I No UV divergences

I Eddy-eddy interactions do not contribute at leading order.

Numerical simulations in the quasi-linear framework9:

I Stochastic Structural Stability Theory10

I Cumulant Expansion “CE2”11

9T. Schneider and C. C. Walker (2006). J. Atmos. Sci. P. A. O’Gorman and T. Schneider (2007). Geophys. Res. Lett. K. Srinivasan
and W. R. Young (2012). J. Atmos. Sci.

10B. F. Farrell and P. J. Ioannou (2003). J. Atmos. Sci. B. F. Farrell and P. J. Ioannou (2007). J. Atmos. Sci.
11S. M. Tobias and J. B. Marston (2013). Phys. Rev. Lett. J. B. Marston et al. (2016). Phys. Rev. Lett.
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Comparing QL numerical simulations with DNS

The ! plane we use is periodic in both x (longitude) and
y (latitude), with the domain of size 2"! 2". The motion
of the incompressible fluid is damped by a single friction #
and by small-scale dissipation that absorbs structures at the
finest scales. (Some models examined in Ref. [11] have
friction damping the fluctuations 10 times greater than that
slowing the zonal mean flow.) The fluid is driven by
random (stochastic) forcing $. This type of stochastic
forcing is widely used as a model of small-scale processes
that inject energy into the fluid, with the small and fast
scales acting as a random influence on the large and slow
scales [15–17]. The time evolution of the relative vorticity

% " ẑ # ð ~r! ~uÞ is given by, for example [18],

@t% þ Jðc ; %Þ þ !@xc ¼ (#% þ &r2% þ $; (1)

% ¼ r2c ; (2)

where Jða; bÞ ¼ @xa@yb( @ya@xb. Here c is the stream
function and the fluid velocity ~u ¼ ðu; vÞ ¼ ð(@yc ; @xc Þ;
we have set the deformation radius of the flow to be
infinite. The forcing is random with a short (but nonzero)
renewal time (0:1 ) rt ) 1) and concentrated in the spec-
tral band of wave numbers kmin ) jkxj, jkyj ) kmax (for
these runs kmin ¼ 7, kmax ¼ 10). The amplitude of the
forcing is chosen from a Gaussian distribution with stan-
dard deviation a$. This is a popular choice of forcing; a
detailed discussion of the role of forcing in DNS of such
problems is given in Ref. [14].

Rhines [19], who investigated the unforced system,
demonstrated how correlations between nonlinear Rossby
waves could lead to the generation of zonal flows and
identified the scale at which zonal flows become important
in mediating the dynamics of these waves (see, e.g.,
Ref. [20]). This ‘‘Rhines scale’’ is given by LR ¼
ð2U=!Þ1=2, where U is the rms velocity of the flow, and
occurs when the second and third terms of Eq. (1) are
comparable (and are comparable with the frictional term
[21]). There has been much research into the importance of
this length scale for the ultimate latitudinal scale of jets
(see, e.g., Ref. [22] and the references therein), but it is also
becoming clear that the dynamics of zonation is also
controlled by another length scale L" [23], which measures
the intensity of the forcing relative to the background
potential vorticity gradient. For the simple !-plane model
L" ¼ 0:5ð"=!3Þ1=5, where " is the energy input rate of the
stochastic forcing $.

The ratio of these two length scales has been proposed,
for models with small-scale forcing, to play a critical role
in determining the strength and stability of jets [18,24],
for cases where the same damping is applied to the mean
flows and the turbulent fluctuations. This local measure,
termed the zonostrophy index, is given by R! " LR=L" ¼
U1=2!1=10=21=2"1=5. In general, if the zonostrophy index is
large, then strong stable jets are found, while for small R!

the jets are weaker, meander more, and no staircase is
formed [14]. The zonostrophy index is therefore a measure
of how far the system is driven out of equilibrium. Note
that R! can also be written (on balancing the energy input
with the dissipation via friction "* #U2) in terms of the
ratio of an advective time on the Rhines scale to a dis-

sipative time scale (F! ¼ #LR=U), i.e., R! ¼ F(1=5
! .

Hence the quasiequilibrium limit is given by R! ! 1.
Recent estimates have put R! between 5 and 6 for flows
on the surface of Jupiter [25], while R! * 2 for oceanic jets
[18]. We note that the zonostrophy index might not be the
only parameter controlling the dynamics of the jets. It has
been shown that if the forcing length scale remains impor-
tant, then the dynamics is controlled by two nondimen-
sional parameters separately [6], and there is a regime
given by a chain inequality for which R! is the only
important nondimensional parameter [18]. Nonetheless,
even in this regime R! does give a measure of lack of
equilibrium.
DNS is performed using a pseudospectral scheme opti-

mized for parallel machines [26]. For these simulations we
utilize resolutions of up to 20482. The forcing is applied at
moderate scale (with rta

2
$ ¼ 0:01 for all calculations) and

the system is evolved from rest until a statistically steady
state is reached. Figure 1 shows a snapshot of the vorticity
and zonally averaged vorticity for a state with 3 zonal jets.
For this calculation R! ¼ 2:12 and the jet is well removed
from the quasiequilibrium limit. We note that this limit is
difficult to simulate in DNS, requiring long integrations.
Nonetheless, the Hovmöller diagram in Fig. 2(a) of the
(t, y) dependence of the mean flow together with a running
time average calculated from the midpoint of the calcula-
tion shows that the zonal flows do not meander too much in
space and well-defined averages can be obtained—though
we note that lengthy integrations of the dynamics are
required for meaningful flow statistics. Figure 2(b) shows

FIG. 1 (color online). Snapshot density plot of vorticity to-
gether with zonal mean vorticity profile of jets found by DNS.
The parameters are # ¼ 10(3, & ¼ 10(4, ! ¼ 16. For these
parameters, R! ¼ 2:12.
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Cumulant Expansion CE2 for barotropic zonal jets12

Rβ =

√
Uβ1/5

2ε2/5

Rβ = 2.12 Rβ = 1.98 Rβ = 1.24

The calculations were repeated at a range of R! and
compared with the (zonal and time averages of the) DNS
solutions described earlier. Figure 4 shows comparisons of
the zonal velocity in the jet from DNS averaged over both x
and time with that achieved from DSS at CE2 for R! ¼
2:12 and R! ¼ 1:98. The agreement in the first cumulant at
these levels of disequilibrium is good; CE2 reproduces
both the correct number of jets and their strength, although
CE2 slightly overestimates the average jet strength—a
characteristic in common with quasilinear DNS of jets
[6]. However, close examination of the second cumulant
reveals that CE2 struggles to reproduce the cross-
correlation patterns (or teleconnections) from DNS for
these parameters. The left-hand panel of Fig. 5 shows the
second cumulant as accumulated from the DNS solution of
Fig. 1. The figure shows the cross correlation of the vor-
ticity statistics with respect to a test point. The second
cumulant is localized in latitude, with some recurrent
correlations occurring on the jet spacing, while the struc-
ture in longitude contributions both from wave number
kx ¼ 1 and from the scale of the forcing. Examination of
the spatiotemporal dynamics of the system indicates that
the kx ¼ 1 contribution arises from a domain-scale mean-
dering of the jet, termed ‘‘satellite modes’’ by Ref. [30].
The right-hand panel of Fig. 5 shows that CE2 reproduces

the contributions to the second cumulant at the longitudinal
scales of the forcing, but is incapable of reproducing the
contribution from the satellite modes, when the system is
this far from equilibrium. Interestingly these modes are
also absent from quasilinear DNS calculations [6], which
would seem to indicate that they arise as a result of eddyþ
eddy ! eddy interactions.
For systems driven even further from equilibrium, CE2

struggles not only to reproduce all the structures of the
second cumulant, but also the number of jets and their
strength. As noted earlier, for smaller R! the jets are more

intermittent and meander more. Although zonal averages
can be calculated, the constant meandering of the jets in
latitude reduces the average jet strength. CE2 eventually
settles down to a fixed point though we do not believe this
to be a unique solution. The solution overestimates the
strength of the jets and therefore the Rhines scale associ-
ated with them; hence, CE2 has a tendency to underesti-
mate the number of jets as shown in Figs. 3(b) and 4(c).
This Letter has demonstrated that DSS as approximated

by CE2 performs well in directly calculating the statistics
for !-plane turbulence in quasiequilibrium. It confirms the
earlier result [5,6] that zonal jets do not require an inverse
cascade to be driven, but can arise as the result of Reynolds
stresses alone. However, and importantly, we have shown
that as the system is removed further from equilibrium by
reducing the zonostrophy parameter R!, CE2 can signifi-
cantly overestimate jet strengths and predict the incorrect
number of jets. We hypothesize that for such systems
higher order cumulant expansions are required. If truncated
at third order (CE3) the cumulant expansion includes
eddyþ eddy ! eddy interactions and should perform bet-
ter in predicting statistics for out-of-equilibrium systems.
The potential utility of CE3 has been demonstrated for the
problems of an isolated vortex [31] and fluid flow relaxing
to a prescribed jet [32]. We conclude by noting that
although we have stressed the limitations of CE2, we
believe that the local !-plane system driven stochastically
is one of the stiffest tests of this method; it is very difficult
in both DNS and DSS to reach the quasiequilibrium limit,

FIG. 4. Comparison of mean zonal velocity from DNS (dashed lines) and CE2 (solid lines) for parameters as in
Figs. 2(a)–2(c) for which R! ¼ 2:12, 1.98, and 1.24.

FIG. 5. Second cumulant c"" as calculated from DNS (left)
with R! ¼ 2:12 and the corresponding CE2 solution (right).
Cross correlation with respect to a test point located at (#, 4:7).
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12S. M. Tobias and J. B. Marston (2013). Phys. Rev. Lett.
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Comparing QL numerical simulations with DNS

Stochastic Structural Stability Theory13

predicts the structure of the finite amplitude jets that
result from equilibration of the initial jet formation in-
stability. These finite-amplitude jets correspond to fixed
points of the S3T dynamics. An example for IRFn
strongly forced with «5 100«c and with damping r5 0.01
is shown inFig. 4. This example demonstrates the essential
similarity among the jets in NL, QL, and S3T simulations.
Under strong turbulence forcing, the initial S3T jet

formation instability typically reaches final equilibrium
as a finite-amplitude jet at a wavenumber smaller than
that of the initial instability. An example is the case of
IRFn at «5 100«c shown in Fig. 4. In this example, the
jets emerge in S3T initially with n 5 10, which is in
agreement with the prediction of the S3T instability of
the homogeneous equilibrium, but eventually equilibrate
at n 5 3 following a series of jet mergers, as seen in the
Hovm€oller diagram. Similar dynamics are evident in the
NL and QL simulations. This behavior can be rational-
ized by noting that if the wavenumber of the jet remains
fixed, then as jet amplitude continues to increase under
strong turbulence forcing, violation of the Rayleigh–Kuo
stability criterionwould necessarily occur. By transitioning

to a lower wavenumber, the flow is able to forestall this
occurrence of inflectional instability. However, detailed
analysis of the S3T stability of the finite-amplitude equi-
libria near the point of jet merger reveals that these
mergers coincide with the inception of a structural in-
stability associated with eddy–mean flow interaction,
which precedes the occurrence of hydrodynamic in-
stability of the jet (Farrell and Ioannou 2003, 2007).2

FIG. 7. Hovm€oller diagrams ofU(y, t) comparing (a) jet emergence and equilibration in anNL simulation under IRFn
with (b) an S3T simulation under S3Tb forcing. (c) The corresponding time-mean jets, which show that the S3Tb
modification of the forcing spectrumsuffices to obtain agreementwithNL. Parameters are «5 10«c,b5 10, and r5 0.01.

2 Jet mergers occur in the Ginzburg–Landau equations that
govern the dynamics of the S3T instability of the homogeneous
equilibrium state for parameter values for which the system is close
to marginal stability (Parker and Krommes 2014). However, these
mergers in the Ginzburg–Landau equations are associated with
equilibration of the Eckhaus instability rather than equilibration of
the inflectional instability associated with violation of the Rayleigh–
Kuo criterion, as is the case for mergers of finite-amplitude jets
(cf. Fig. 5). Characteristic of this difference is that in the case of the
Ginzburg–Landau equations, both the prograde and retrograde
jets merge, while in the case of the finite-amplitude jets, only the
prograde jets merge. The same phenomenology as in the Ginzburg–
Landau equations occurs in the case of the Cahn–Hilliard equations
that govern the dynamics of marginally stable jets in the modula-
tional instability study of Manfroi and Young (1999).

MAY 2014 CONSTANT INOU ET AL . 1827

13N. C. Constantinou et al. (2014). J. Atmos. Sci.
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Explicit computations in the vortex condensate

Let us go back to 2D Navier-Stokes in a periodic square box with linear friction
and small-scale random forcing: ∂tω + u ·∇ω = ν∆ω − αω + fω.

DNS: 10242, kf = 100, hyperviscosity, α = 1.1× 10−4.
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Explicit computations in the vortex condensate

Reynolds decomposition:

v = U + u, with U = Ueθ, u = ueθ + ver and 〈u〉 = 0,

ω = Ω + ω′, with 〈ω′〉 = 0.

∂tΩ + U ·∇Ω = −αΩ−∇ · 〈uω′〉.

Ω ω′

DNS: 10242, kf = 100, hyperviscosity, α = 1.1× 10−4.



Introduction Kinetic Theory: timescale separation Testing Kinetic Theory: mean-flow and fluctuations Conclusion

Explicit computations in the vortex condensate

Reynolds decomposition:

v = U + u, with U = Ueθ, u = ueθ + ver and 〈u〉 = 0,

ω = Ω + ω′, with 〈ω′〉 = 0.

∂tΩ + U ·∇Ω = −αΩ−∇ · 〈uω′〉.

Timescale separation

Perturbative expansion of the equations of motion in δ = αL2/3/ε1/3 � 1 leads
at first order to (Momentum and energy balance)14:

r−1∂r (r
2〈uv〉) = −αrU,

r−1∂r (rU〈uv〉) + αU2 = ε.

Solution:
U =

√
3ε/α, 〈uv〉 = −r

√
αε/3.

Therefore Ω(r) =
√

3ε/αr−1.

Global energy balance neglecting small-scale dissipation yields Urms =
√
ε/α.

14J. Laurie et al. (2014). Phys. Rev. Lett.
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Explicit computation for the mean vorticity profile

Theoretical prediction: Ω(r) =
√

3ε/αr−1 =
√

3(εL)1/3δ−1/2r−1.

r−1

10−2 10−1
100

101

102

103

r/L

(α
L
2
/ε

)1
/
2
Ω

α = 2 · 10−4

α = 1.1 · 10−4

α = 5.5 · 10−5

α = 2.5 · 10−5

α = 1.25 · 10−5

α = 6.25 · 10−6

Theory

Our DNS (5122 and 10242) support the α-scaling on a wide range of α, and
seem compatible with the r -scaling.
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Explicit computation for the Reynolds tensor15

〈uv〉/U2 = O(δ3/2) and not sign definite.

10−2 10−1 100

−4

−2

0

2

4

r/L

3
〈u
v
〉/
(α
rU

)

α = 2 · 10−4

α = 1.1 · 10−4

α = 5.5 · 10−5

α = 2.5 · 10−5

α = 1.25 · 10−5

α = 6.25 · 10−6

Theory

DNS: 5122, kF = 100, hyperviscosity, ∼ 300000 turnover times.

15A. Frishman and C. Herbert (submitted). Phys. Rev. Lett.
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Fluctuations: turbulent energy profile

DNS: 5122, kF = 100, hyperviscosity.

10−3 10−2 10−1 100
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1
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2
〉/
U

2

10−3 10−2 10−1 100
10−1

100

101

102

r/L

δ−
1
〈v

2
〉/
U

2

δ = 1.23× 10−2 δ = 8.14× 10−3 δ = 4.58× 10−3 δ = 2.4× 10−3 δ = 1.45× 10−3 δ = 1.09× 10−3

In the region of interest:

I 〈u2 + v 2〉 � U2 confirmed.

I Weak dependence on r .

Turbulent energy profile not given by leading order energy/momentum balance.
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Fluctuations: turbulent energy profile

Quasi-linear dynamics:

∂tω + LU [ω] = η, LU =
U

r
∂θ −

Ω′

r
∂θ∆−1 + α Id−ν∆.

Two-point correlation function: g(r1, r2) = 〈ω(r1)ω(r2)〉.
Lyapunov equation: ∂tg + [L

(1)
U + L

(2)
U ]g = C , C = 〈η(r1)η(r2)〉.

Decompose into azimuthal harmonics u(r , θ) =
∑

m ûm(r)e imθ
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u; û0;
√
2û1;

√
2û2

√
2û3

√
2û4

√
2û5

v; v̂0;
√
2v̂1;

√
2v̂2

√
2v̂3

√
2v̂4

√
2v̂5

Harmonics m = 1 dominates in the region of interest.
Here α = 6.25× 10−6, but this holds for all the runs.
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Fluctuations: turbulent energy profile

Behavior of harmonics explained by zero modes of advection by the mean-flow16

〈|û1|2〉 = A1k
−4/9
f δ−1/3(εL)2/3 + · · · = A1(εRu)2/3 + · · · ,

〈|v̂1|2〉 = (εL)2/3[A1k
−4/9
f δ−1/3 + A2k

−4/3
f δ−1(`f /r)2] + · · · ,

Im〈û1v̂
∗
1 〉 = A1k

−4/9
f δ−1/3(εL)2/3 + · · · ,

with A1,A2 = O(1).

16A. Frishman and C. Herbert (submitted). Phys. Rev. Lett.
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Fluctuations: turbulent energy profile

Behavior of harmonics explained by zero modes of advection by the mean-flow16

〈|û1|2〉 = A1k
−4/9
f δ−1/3(εL)2/3 + · · · = A1(εRu)2/3 + · · · ,

〈|v̂1|2〉 = (εL)2/3[A1k
−4/9
f δ−1/3 + A2k

−4/3
f δ−1(`f /r)2] + · · · ,

Im〈û1v̂
∗
1 〉 = A1k

−4/9
f δ−1/3(εL)2/3 + · · · ,

with A1,A2 = O(1).

A1 ≈ 0.6
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16A. Frishman and C. Herbert (submitted). Phys. Rev. Lett.
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Fluctuations: turbulent energy profile

Behavior of harmonics explained by zero modes of advection by the mean-flow16

〈|û1|2〉 = A1k
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Im〈û1v̂
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〈û

1
v̂
∗ 1
〉

〈|
û
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16A. Frishman and C. Herbert (submitted). Phys. Rev. Lett.
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Fluctuations: turbulent energy profile

Behavior of harmonics explained by zero modes of advection by the mean-flow16

〈|û1|2〉 = A1k
−4/9
f δ−1/3(εL)2/3 + · · · = A1(εRu)2/3 + · · · ,

〈|v̂1|2〉 = (εL)2/3[A1k
−4/9
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Im〈û1v̂
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with A1,A2 = O(1).

A2 ≈ 2.5
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16A. Frishman and C. Herbert (submitted). Phys. Rev. Lett.
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Prospect: Zonal jet profile and fluctuations

Is the jet profile determined by the forcing-advection balance U ′〈uv〉 = ε?17
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Simulations by Jason Laurie (Aston University, UK)

17E. Woillez and F. Bouchet (2017). EPL.
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Prospect: Bistability in zonal jets

Zonal jets in the stochastic barotropic vorticity equation:

∂tω + u · ∇ω + βv = −αω + ν∆ω + fω

Introduction

         








        









β = 0.555βmid α = 1.5 · 10−3

|q3|

|q2|
Ek

∫ 2
π

0
q(

t,
x
,y

)
d
x

αt

Figure 3: Zonal jets in a numerical simulation of the stochastic quasi-geostrophic
barotropic equation. Top pannel: Hovmöller (spatio-temporal) diagram of the zon-
ally averaged vorticity, showing rare and abrupt transitions between two-jets and
three-jets configurations. Bottom pannel: time series of the vorticity Fourier compo-
nents, showing both typical fluctuations and large fluctuations leading to transitions.
Courtesy Eric Simonnet.

ear dynamics is stochastically forced but not dissipated. The question of whether
this linear dynamics actually reaches a stationary state or not is thus crucial for
the self-consistency of our theory, answering this question is a central point of this
thesis.

In the case of the stochastic two-dimensional Navier-Stokes equation (i.e. with no
differential rotation), the linearized dynamics actually leads to an inviscid damping
of turbulent perturbations, known as the Orr mechanism [11, 82], even in the absence
of external dissipation. Using the Orr mechanism, we will study the mathematical
properties of the linear stochastic dynamics. In particular, we will study the low-
order statistics (average and covariance) of Reynolds’ stresses, which are the terms
appearing in the kinetic equation for zonal jets.

We will see that the inviscid damping ensures the self-consistency of the kinetic
theory at leading order (deterministic part of the kinetic equation involving the
average Reynolds’ stress). At next order (stochastic part of the kinetic equation
involving the typical fluctuations of Reynolds’ stresses), the issue is more subtle and
we will see that some quantities of interest converge to finite values in the limit
of small dissipation, while some other quantities diverge. More precisely, we will
obtain results of convergence in a weak sense, i.e. in the sense of distributions. An
important physical consequence of those results is that the typical fluctations of
Reynolds’ stresses cannot be neglected in the effective dynamics of zonal jets. All
those theoretical results will also be confronted with numerical computations.

In the limit of no forcing and dissipation, approaches through equilibrium statis-

9

Simulations by Eric Simonnet (Inphyni, Nice).
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Prospect: Bistability in zonal jets

Zonal wind in idealized GCM (T. Schneider, Caltech):
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I Held-Suarez forcing (Teq = 315 K):

T?(p, φ) = [Teq −∆T sin2 φ− (∆θ)z ln(p/p0) cos2 φ](p/p0)R/cp .

I Equatorial forcing:

Q(p, φ, λ) = Q0 cos(kλ) exp

(
− φ2

∆φ2

)
sin

(
π
p − pt
pb − pt

)
.
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Prospect: Bistability in zonal jets

Jet Stream in the Southern Hemisphere18

March to September, this jet progressively shifts south-
ward to reach 55–60!S by the end of the austral winter.
During spring, the PFJ progressively returns to lower
latitudes.

4.3 Trend analysis

Some recent papers have found significant trends in the
SH circulation during the second half of the twentieth
century (Burnett and McNicoll 2000; Renwik 2004). The
changes have been mostly based on the analysis of
geopotential heights fields, either by computing anom-
alies over gridded data or by studying the time evolution

of closed isoheight contours. Our jet definition allows
the detection of a precise path for the circulation max-
ima related to the STJ and the PFJ, which are then
processed as independent and physically consistent
structures. Some annual statistics, as the jet frequency
(annual or seasonal number of jets detected), the average
latitude and the average velocity have been selected as
representative of the SH circulation. As a measure of the
meandering of the jet, a zonal index computed as the
difference between the maximum and minimum latitude
reached by each jet (i.e. the latitudinal amplitude of the
jet) has been defined. As it was stated in the introduc-
tion, the effects of the massive introduction of satellite
measures during 1979 must be considered when explor-

Fig. 3 Cumulative jet path during
January, April and July for 1958, 1979
and 2002. Parallels are drawn at every
20!

Fig. 4 Annual evolution of the 1958–2002
averaged SWD. Gray areas indicate 10,20,30,35,
40, and 45 m s!1 . Velocities above 35 m s!1 are
darker

Gallego et al.: A new look for the Southern Hemisphere jet stream 611

18D. Gallego et al. (2005). Clim. Dyn.
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Summary

Kinetic theory

I Asymptotic statistical closure of the Navier-Stokes equations based on
timescale separation

I Reproduces emergence of large-scale coherent structures

I Allows explicit computations of mean-flow and fluctuations profiles in
idealized context, in agreement with DNS

Prospects

I Reduced model to study slow dynamics of eddy-driven jets: attractors,
fluctuations,...

I Combined with large deviation theory, study abrupt transitions in jet
dynamics
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Can the mean-flow be described by an equilibrium state?

2D Euler equations: ∂tω + u · ∇ω = 0.

Unlike 3D HIT, they have non-trivial equilibrium states19.

Invariants:
∫
s(ω(r))dr.

At equilibrium, all the energy is in the mean-flow; no fluctuations.

Ex: flow on a sphere

Theoretical Equilibrium: Quadrupole20 DNS Final State21

19L. Onsager (1949). Il Nuovo Cimento; R. H. Kraichnan (1967). Phys. Fluids; R. Robert and J. Sommeria (1991). J. Fluid Mech.
20C. Herbert (2013). J. Stat. Phys.
21W. Qi and J. B. Marston (2014). J. Stat. Mech.
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The effect of rotation (DNS results22)

When the Rossby waves are sufficiently slow, the system relaxes towards its
equilibrium state. Hyperviscosity and statistical equilibria of Euler turbulence

39doi:10.1088/1742-5468/2014/07/P07020

J. S
tat. M

ech. (2014) P
07020

systems with initial spectra of high-wavenumber bands, cpn010 does not show stron-
gest circumpolar jets for the fastest rotation. Their integration time corresponds to only 
O~t (10) here, and seems insufficient to develop the flow to coherent state because the 

vorticity fields are still developing at that time [57]. Of course the choice of integration 
time depends on the evolution of the specific physical quantities under investigation. 
This paper focuses on the relative vorticity field which is a reasonable choice for the 
purpose of comparing with the equilibrium solution ρ σr( , ) and revealing the structure 
unobscured by the 2Ω cos θ term, whereas the physical-space quantity that previous 
studies have mostly focused on is the velocity field [51, 54–57].

We investigate how the equilibrium-like features of coherent structures depend on 
rotation, by time evolving the same initial state on spheres with different rotation rates. 

Figure 14. Numerical simulation snapshots of the relative vorticity field ζ r( ) show 
that the same initial state evolves differently on spheres rotating at different 
rates. Details of the six runs are listed in table 4. For each run, the north-pole 
(upper row) and south-pole (lower row) views are shown. High rotation rates 
tend to arrest the energy inverse cascade at larger wavenumbers and create more 
anisotropic zonal flows.

“North Pole”

“South Pole”

22W. Qi and J. B. Marston (2014). J. Stat. Mech.
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The effect of rotation (DNS results22)

For faster rotation rates, Rossby waves arrest the cascade at the Rhines scale
and lead to the emergence of zonal flows.

Hyperviscosity and statistical equilibria of Euler turbulence

39doi:10.1088/1742-5468/2014/07/P07020

J. S
tat. M

ech. (2014) P
07020

systems with initial spectra of high-wavenumber bands, cpn010 does not show stron-
gest circumpolar jets for the fastest rotation. Their integration time corresponds to only 
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unobscured by the 2Ω cos θ term, whereas the physical-space quantity that previous 
studies have mostly focused on is the velocity field [51, 54–57].

We investigate how the equilibrium-like features of coherent structures depend on 
rotation, by time evolving the same initial state on spheres with different rotation rates. 

Figure 14. Numerical simulation snapshots of the relative vorticity field ζ r( ) show 
that the same initial state evolves differently on spheres rotating at different 
rates. Details of the six runs are listed in table 4. For each run, the north-pole 
(upper row) and south-pole (lower row) views are shown. High rotation rates 
tend to arrest the energy inverse cascade at larger wavenumbers and create more 
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22W. Qi and J. B. Marston (2014). J. Stat. Mech.
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The closure problem

Reynolds decomposition:

ui = ūi + u′i ,

where ·̄ is a projection operator.
The Navier-Stokes equations become:

∂t ūi + ūj∂
j ūi = −∂i P̄ + ν∂j∂

j ūi−∂ ju′i u
′
j ,

∂tu
′
i + ūj∂

ju′i + u′j∂
j ūi = −∂iP ′ + ν∂j∂

ju′i − ∂ ju′i u
′
j + ∂ ju′i u

′
j .

The major difficulty is to compute the Reynolds stress tensor −∂ ju′i u
′
j .

Modeling approaches:

I Large Eddy Simulations: spatial filtering

ūi (x, t) =

∫
G(x− y)ui (y, t)dy

I Reynolds Average Navier-Stokes: time filtering
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Mean pressure profile (DNS)

DNS: 5122, kF = 100, hyperviscosity, ∼ 300000 turnover times.
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α = 5.5 · 10−5, δ = 4.99 · 10−3

α = 2.5 · 10−5, δ = 2.49 · 10−3

α = 1.25 · 10−5, δ = 1.37 · 10−3

α = 6.25 · 10−6, δ = 1.09 · 10−3

ln(R/r), R/L = 0.155
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Intervortex distance
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Simple stochastic process reproducing the dynamics of the inter-vortex
distance?
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Theoretical framework for noise induced transitions: the Kramers problem23

Overdamped Langevin dynamics:

ẋ = −V ′(x) +
√

2εη, V (x) = (x2 − 1)2, E[η(t)η(t′)] = δ(t − t′).

−2 −1 0 1 2
0

1

2

3

4

5

x

V
(x

)

∆V

23H. A. Kramers (1940). Physica.
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Theoretical framework for noise induced transitions: the Kramers problem23

Overdamped Langevin dynamics:

ẋ = −V ′(x) +
√

2εη, V (x) = (x2 − 1)2, E[η(t)η(t′)] = δ(t − t′).
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V
(x
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∆V

Transition probability

In the weak noise limit (ε→ 0), transition times form a Poisson point process
with transition rate λ = τ−1e−∆V/ε.
This is a large deviation result.

23H. A. Kramers (1940). Physica.
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Theoretical framework for noise induced transitions: the Kramers problem23

Overdamped Langevin dynamics:

ẋ = −V ′(x) +
√

2εη, V (x) = (x2 − 1)2, E[η(t)η(t′)] = δ(t − t′).
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Rare transitions of atmosphere jets: numerics
Rare transitions of atmosphere jets: theory

Freidlin–Wentzell theory and Eyring–Kramers law

Freidlin-Wentzell theory
Transition rates for non-gradient dynamics
Sketch of the proof

Most Reactive Paths Follow the Instanton

In the weak noise limit, most transitions (reactive paths)
follow the most probable path (instanton)

Figure by Eric
Vanden Eijnden

For gradient dynamics, instantons are time reversed relaxation
paths from a saddle point to an attractor. Arrhenius law then
follows

logP (x1,T ;x�1,0) ⇠
kBTe
�V !0

� �V
kBTe

.

F. Bouchet CNRS–ENSL Large deviation theory and GFD

Fig. E. Vanden-Eijnden (Courant)

Instantons

Path integral formalism

E[O] =

∫
D[x ]O[x ] exp(−A[x ]/ε), Action: A[x ] =

1

4

∫
dt(ẋ + V ′(x))2.

Instanton: most probable path: minx{A[x ]|x(−T ) = −1, x(T ) = 1}.
23H. A. Kramers (1940). Physica.
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Arrhenius law and Instantons in jet transitions

Numerical algorithms to compute large deviations: dynamics biased in a
controlled way24.
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CPU time for computing 2000 reactive trajectories with 200 procs

α AMS DNS
1.20 · 10−3 1.0 d 21 d
0.90 · 10−3 1.4 d ∼ 200 d
0.60 · 10−3 2.2 d ∼ 70 y
0.45 · 10−3 3.4 d ∞
0.22 · 10−3 25.0 d ∞

Arrhenius law “Instantons”

Jet transition simulations with rare event algorithm (AMS) by Eric Simonnet
(Inphyni).

24C Giardina et al. (2011). J. Stat. Phys. F. Cérou and A. Guyader (2007). Stoch. Anal. Appl.
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Escape in stochastic saddle-node bifurcation25

dxt = (x2
t + t)dt +

√
2εdWt , τM = inf{t ≥ t0, xt ≥ M}
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Competition between deterministic and stochastic effects.

25C. Herbert and F. Bouchet (2017). Phys. Rev. E.
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