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• Infinite binary sequences 

• Infinite triangular random matrices 
over a finite field



Exchangeable random binary sequences
Exchangeability

Invariance under uniform resampling 

given the boundary conditions

Classification of extreme exchangeable distributions [de Finetti 1930s, 
Hewitt-Savage 1955]

(toy example)



Classification of extreme exchangeable distributions

How to sample

Example

Parameter recovery: Law of Large Numbers
Clear for extreme measures 

and in the uniform example; 

holds in general, too



Ergodic approach for describing “boundaries”

[Edrei 1950s, Thoma 1964]

[Edrei 1950s, Voiculescu 1976], 
Vadim’s talk on Monday

1. Want to classify probability distributions with certain 
symmetry and sequential structure


2. Distributions form a convex set


3. Classify extreme distributions using the sequential structure 
(each infinite-level extreme is a limit of finite-level ones)


4. Each distribution is a convex combination of extremes


5. Law of Large Numbers for parameter recovery


6. Select non-extreme distributions are very interesting  
(won’t discuss this in the talk)

(the first focus of the talk)



• Infinite binary sequences 

• Infinite triangular random matrices 
over a finite field

Another symmetry of the 

1/2 i.i.d. coin flip sequence!

(different “q-analogue” of the U(∞)/S(∞) rep theory)



Random triangular matrices over finite fields

Exchangeability analogue (symmetry of measures)



Exchangeability analogue

(informally)



[Vershik-Kerov 90s+] 
[Gorin-Kerov-Vershik 2012]

(t=0 - infinite symmetric group)

Theorem



Realization of extreme central measures “coin flips”



Realization of extreme central measures



Example of a Hall-Littlewood polynomial

Couple of useful facts about Hall-Littlewood polynomials



De Finetti Matrices over finite fields

Random infinite binary sequences Random infinite uni-uppertriangular matrices

Exchangeability (invariance under 
permutations) Centrality (invariance under conjugations)

Extremes are parametrized by 1-d space Extremes are parametrized by ∞-d space

Realization of extremes: iid Bernoulli (coin 
tossing)

Realization of extremes through Hall-Littlewood 
polynomials (example: uniform Bernoulli product 
measure on uni-uppertriangular matrices)

Reconstruction of parameters:  
classical Law of Large Numbers for 
Bernoulli trials

Reconstruction of parameters:  
Law of Large Numbers [Bufetov-P. 2014]



Law of Large Numbers
[Bufetov-P. 2014]Theorem

Theorem describes asymptotic sizes of large 
Jordan blocks & asymptotic frequencies of small 
Jordan blocks for matrices from extreme measures

Earlier results

• Uniform upper triangular matrices [Borodin 1995], answering a question of A.A.Kirillov  

• t = 0, asymptotic character theory of S(∞)    [Vershik-Kerov 1980s]

rows columns

(Alexey Bufetov)



Law of Large Numbers: idea of proof

a randomization of 
the Robinson-

Schensted-Knuth

[O’Connell-Pei 2012], 

[Borodin-P. 2013]

[Vershik-Kerov 1986]



Theorem [Borodin-P. 2013], [Bufetov-P. 2014]

Take random words with independent letters (the sum of probabilities is 1):



Probabilistic  
consequences

“Plancherel dust”

Typical tableaux:

This leads to the Law of Large Numbers for the 
Jordan blocks structure of extreme central measures

Under additional restrictions (all parameters are distinct and 𝛄 = 0), 
one should also get a Central Limit Theorem with Gaussian 
fluctuations of order

The fluctuations of each row and column are almost 
independent, modulo that the number of boxes is fixed

Remark



Towards the six vertex model



For about 20 years now, Robinson-Schensted-Knuth type combinatorial algorithms 
are providing exact observables of 1-dimensional interacting particle systems and 
related models through Schur functions

Less than a decade ago, a new wave has started involving deformations of Schur functions.

The Robinson-Schensted-Knuth type constructions are also deformed (randomized)

Hall-Littlewood (t)

Spin Hall-Littlewood (t,s)Spin q-Whittaker (q,s) Macdonald (q,t)

q-Whittaker (q) Jack (β)

Schur
WhittakerRandom polymers,  

geometric RSK TASEPs, longest 
increasing subsequences

ASEP, six vertex model
q-TASEPs

Higher spin vertex models, dynamical vertex models, …

1d systems are not 

present (yet?)

[Baik-Deift-Johansson, Johansson, ...]

[A.N. Kirillov, Noumi-Yamada, O'Connell, 
Corwin-O'Connell-Seppalainen-Zygouras]

[O'Connell-Pei, 
Borodin-P., 
Matveev-P.] [Bufetov-P. 2014]

[Bufetov-P. 2017,  
Mucciconi-Bufetov-P. in prep]

[Bufetov-Matveev, 
Borodin-Bufetov-Wheeler]



Six vertex (square ice) model [Pauling, 1935], [Lieb,1967]

Stochastic six vertex model [Gwa-Spohn 1992, Borodin-
Corwin-Gorin 2014]

• The system is a Markov process  
(= stochastic interacting particle system)


• Partition functions are products, not determinants


• This and many other stochastic vertex models are 
exactly solvable to the point of asymptotics



(richer behavior) (easier to analyze)



Marginally Markovian 1d projection 
in the Hall-Littlewood Robinson-Schensted insertion

Defects in the first column of the tableau = particles on 

Asymptotics (homogeneous 𝛼) - [Ghosal 2017]

Called the half-continuous stochastic six vertex model



Get a continuous-time Markov chain on particle 
configurations. Plot trajectories of particles:

“time”



“time”

Trajectories of particles:
RSK type 

sampling of 
extreme 
central 

measure Dynamics 
of the 

leftmost 
column

This is the same as…



Half-continuous stochastic six vertex model

“time”
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Height function

Theorem which follows from the constructions:

(n, N)



Summary for the fully discrete, inhomogeneous 
stochastic six vertex model [Borodin-Corwin-Gorin 2014], [Borodin-P. 2016], 

[Bufetov-Matveev 2017], [Bufetov-P. 2017]

Theorem

Theorem (t-moment formula)

• A la [Tracy-Widom 2007+]  for ASEP based on coordinate Bethe Ansatz

• Yang-Baxter equation and Cauchy identities via q-correlations

• Randomized Robinson-Schensted-Knuth plus Macdonald difference 

operators for Hall-Littlewood polynomials

• Randomization of the Yang-Baxter equation + HL polynomials

Has many proofs…



Asymptotics in the homogeneous stochastic six vertex model

• Higher spin versions + spin Hall-Littlewood polynomials

• Multilayer systems

• Degenerates to ASEP

• Limits to Kardar-Parisi-Zhang equation

• There is also a stochastic telegraph equation

• …



Spin Hall-Littlewood (t,s)Spin q-Whittaker (q,s) Macdonald (q,t)

Hall-Littlewood (t)q-Whittaker (q) Jack (β)

Schur
WhittakerRandom polymers,  

geometric RSK TASEPs, longest 
increasing subsequences

ASEP, six vertex model
q-TASEPs

Higher spin vertex models, dynamical vertex models, …

1d systems are not 

present (yet?)

[Baik-Deift-Johansson, Johansson, ...]

[A.N. Kirillov, Noumi-Yamada, O'Connell, 
Corwin-O'Connell-Seppalainen-Zygouras]

[O'Connell-Pei, 
Borodin-P., 
Matveev-P.] [Bufetov-P. 2014]

[Bufetov-P. 2017,  
Mucciconi-Bufetov-P. in prep]

[Bufetov-Matveev, 
Borodin-Bufetov-Wheeler]

Conclusion:  It is worthwhile to connect particle systems  
                       to random partitions associated with symmetric functions…



Thank you!


