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1 Problem Statement
Assume we have a room, i.e., an arrangement of planar walls, which may include ceilings, floors, and slop-
ing walls. An omnidirectional loudspeaker and some omnidirectional microphones are in the room. The
loudspeaker, modeled as a point source, emits a short duration sound at a frequency high enough so that the
ray acoustics approximation is valid. The microphones receive several delayed responses corresponding to
the sound bouncing back from each wall. These are the first-order echoes. This project centers around the
problem of reconstructing the shape of the room from the measured delay times of the first-order echoes.
The difficulty of this lies in the fact that in order to determine the wall positions, echoes received by different
microphones but coming from the same wall need to be matched. This has to be accomplished even though
the delay times detected by each microphone come as an unlabeled set. So the problem is to figure out un-
der which circumstances, and how, one can find out the correct echo-wall matching and reconstruct the wall
positions.

2 Overview of the Field
For a long time, researchers have been trying to understand the relation between the geometry of a room its
acoustic. For examples, a considerable amount of work was done in the later part of last century to model
the source-to-receiver acoustic impulse response so to improve the design of concert halls. For example, the
two-point impulse response within rectangular rooms was analyzed in [1]. The results were later extended to
arbitrarily polyhedral rooms in [3]. In the last 20 years, there has been a strong interest in developing meth-
ods to reconstruct the geometry of a room using various arrangements of microphones and sound sources.
Some reconstruction methods assume that the room is two-dimensional (e.g., [7],[2]], [[9]]) while others
consider three-dimensional, but still constrained, geometry (e.g., [14], [8]). In some cases, the wall points
are reconstructed directly (e.g., [6], [11], [19], [9], [14]) while in other cases, the reflection of a loudspeaker
with respect to a wall plane, called a ”mirror point,” is reconstructed (e.g., [22],[13],[8],[18], [10]). In some
setups, the clocks of the microphones are synchronized (e.g., [22], [8], [12], [17]); in other setups, they are
not (e.g., [20], [16], [2]). The microphones are sometimes placed on a vehicle carrying the microphones (e.g.
[15], [4]), for example a cell phones (e.g, [21], [23]).

By and large, previous work has been mostly numerical and experimental. A theoretical standpoint was
recently taken by Dokmanić et al. [8], who proved the following result:

Theorem 1. (Dokmanić et al. [8]). Consider a room with a loudspeaker and at least four microphones
placed at random positions. Then with probability 1, the first-order echoes of a sound from the loudspeaker
uniquely specify the room.
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Our research project started when we got interested in this result and tried to verify it by using methods
from computational commutative algebra. Using the modeling done in [5], this turned out to be not very hard,
so we started wondering if Theorem 1 can be strengthened. In the theorem, all four (or more) microphones
are placed independently at random positions, so the microphone placement requires a configuration space
of dimension (at least) 12. For applications, it would be useful if four microphones could be mounted on
the body of some vehicle, say a drone, so their relative positions are fixed, but the vehicle is moving in the
room. For a vehicle such as a drone, this means that the microphone placement requires only a 6-dimensional
configuration space. For many applications it would be even more useful if the loudspeaker, too, could
be mounted on the vehicle. Again using methods from computational commutative algebra and computer
algebra, we were able to prove the following results:

Theorem 2. (Boutin and Kemper [4]). Consider a given arrangement of walls and a loudspeaker. Also
consider a drone that carries four non-coplanar microphones at fixed locations on its body. Within the 6-
dimensional configuration space of possible drone positions, those where an incorrect detection of a wall
may occur lie in a subspace of dimension 5.

Theorem 3. (Boutin and Kemper [4]). The same is true if the loudspeaker is carried by the drone.

We also gave an algorithm for the wall detection. In this, the Cayley-Menger determinants are used for
solving the problem of matching echoes, heard by different microphones, that are coming from the same wall.
It is easy to see that this algorithm detects every wall from which an echo is heard by all four microphones.
So in the above theorems, incorrect detection means that walls are detected which do not actually exist (ghost
walls). There can be no method that completely rules this out, so finding that the occurrence of ghost walls
is unlikely is the best possible result. Theorem 3 is much harder to prove than Theorem 2. In fact, the
proof required a lot of experimenting with different computational methods and some preconditioning of the
problem by choosing suitable coordinate systems.

3 Scientific Progress Made
During the workshop at Banff we continued the above line of investigation by considering a situation with
even fewer degrees of freedom: we considered the case where the microphones are mounted on a ground-
based vehicle. It may be counter-intuitive that fewer degrees of freedom make the problem harder, but
this is because less freedom of movement make it harder to get out of a position where an incorrect wall
detection occurs (a bad position). And indeed we found wall configurations in a three-dimensional space
where a ground-based vehicle cannot get out of a bad position by an infinitesimal movement. So fewer
degrees of freedom do make a difference. In fact, we managed to classify the wall arrangements where such
a phenomenon occurs, and characterized them by the catchphrase of “an unlucky stack of mirror points.”
For the exact definition, we refer to our preprint [5]. Perhaps surprisingly, the very same exceptional wall
configurations hold for the situation of a “hovering drone”, which has four degrees of freedom.

In summary, we have proved the following result:

Theorem 4. (Boutin and Kemper [5]) Consider a given arrangement of walls and a loudspeaker, and assume
that this does not have an unlucky stack of mirror points. Also consider a ground-based vehicle or a hovering
drone that carries four non-coplanar microphones at fixed locations on its body. Within the configuration
space of possible positions, those where an incorrect detection of a wall may occur lie in a subspace of lower
dimension.

As mentioned above, a result as general as Theorem 2 cannot be obtained in this situation, and Theorem 4
is n this sense the best possible. The theorem considers the physically (and technically) relevant situation
of a vehicle that is restricted to two dimensions in a 3-dimensional world. We also considered the truly 2-
dimensional case, which is also relevant in some potential applications, and obtained the following smoother
result.

Theorem 5. (Boutin and Kemper [5]) Consider a given two-dimensional scene with finitely many walls.
Also consider a vehicle in the scene which carries three microphones that do not lie on a common line. A
loudspeaker is either placed at a fixed location or mounted on the vehicle. Then within the configuration
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space of possible vehicle positions, those where an incorrect detection of a wall may occur lie in a subspace
of lower dimension.

4 Outcome of the Meeting
A direct outcome of the meeting is the new preprint [5], which has already been submitted. But a week at
BIRS also provided an optimal forum for holding brainstorming sessions and thinking about new research
projects. During the research stay, we initiated the following projects:

• How can our methods take care of inaccurate measurements?

• Can a vehicle work out its own position from the echoes of a sound event?

• Is echo matching also possible if the time of sound emission is unknown?

We are optimistic that tangible results will come out of these projects.
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