
Causal Perspectives 
in Explaining Neural Network Models

4 May 2022

Vineeth N Balasubramanian
Department of Computer Science and Engineering/Artificial Intelligence

Indian Institute of Technology,  Hyderabad

BIRS Workshop on Interpretability in AI



The Elephant in the Room
What is it really?

Causal Perspectives in Explaining NN Models

Functional: For those who use it



The Elephant in the Room
What is it really?

Causal Perspectives in Explaining NN Models

Technical: For those who build it

Post-hoc 
explainable (vs) 

Intrinsically 
interpretable

Transparency (vs) 
Reasoning

Causal (vs) 
Correlational 
associations

Global (vs) Local 
explanations

Model-agnostic 
(vs) Model-specific 

approaches

Attributions (vs) 
Actionable 

Explanations

Feature-level (vs) Latent 
Concept-level Explanations



Viewing XAI from Different Perspectives
Our Efforts
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Explainability 
in Deep 
Learning

Post-hoc Explainability Intrinsic Interpretability

Complementarity of explanations and robustness [AAAI 2021, NeurIPS 2021]

* [CVPR 2022] Ante-hoc explainability 
via concepts
* [CVPR 2022] Transferring concepts 
in knowledge distillation tasks

* [AAAI 2022] Causally disentangled 
representations
* [CVPR’W 2021] Dataset for causal 
representation learning
* [WACV 2022] Mitigating bias 
through causal perspectives
* [arXiv 2022] Causal regularizers

* [WACV 2018] GradCAM++: Generic 
method for visual explanations for CNN 
models
* [IEEE Trans on Biometrics 2021] 
Canonical saliency maps for face 
recognition/processing models
* [AISTATS 2022] Submodular 
ensembles of attribution methods

* [ICML 2019] Causal attributions in 
neural networks
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Causation vs Correlation in XAI

Causal Perspectives in Explaining NN Models

• Is feature correlation to output a true 
indicator of explainability?

• Or do we need to find causal relationships 
in the analyzed data-output pairs? 



Causality 
in 

Machine 
Learning

Causal Perspectives in Explaining NN Models

Judea Pearl, The Seven Tools of Causal Inference with Reflections on Machine Learning, 2018
Judea Pearl, The Book of Why: The New Science of Cause and Effect, 2018



Causal Perspectives in XAI
Our Recent Efforts

Causal Perspectives in Explaining NN Models

Given a trained NN model, 
what causal input-output 
attributions did it learn?

Given known causal domain 
priors of input-output 

relationships, can we make a 
trained NN model learn and 

maintain these causal 
relationships?

Causal Attributions in Neural Networks
ICML 2019

Causal Regularization with Domain Priors
arXiv, 2022 (under review)



Causal 
Attributions 

in Neural 
Networks

ICML 2019

Joint work with:

Aditya
Chattopadhyay

Anirban
Sarkar

Piyushi
Manupriya

To the best of our 
knowledge, first 
causal effort for 
attribution in 

neural networks



Causal Attributions of Neural Network Models
What does this mean?
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• Attribution: Effect of an input feature on prediction 
function’s output
– Inherently a causal question!

• Existing attribution methods
– Gradient-based

• “How much would perturbing a particular input affect the output?” Not a causal 
analysis

– Using surrogate models (or interpretable regressors)
• Correlation-based again



Causal Attributions of Neural Network Models
What does this mean?

Causal Perspectives in Explaining NN Models

• Our objective: What are the causal attributions learned by 
a trained neural network model?
– To the best of our knowledge, first such effort

• Assume a setting that is often valid
– Input dimensions are causally independent of each other (they can be 

jointly caused by a latent confounder)  

• Show how this can be done with feedforward networks as 
well as RNNs



Structural Causal Model
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Structural Causal Model

Endogenous 
variables

Exogenous 
variables

Causal 
Functions

Distribution 
of U



Neural Network as a SCM
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Feedforward neural network

• li – neurons in layer I

• fi – corresponding causal functions



Neural Network as a SCM

Causal Perspectives in Explaining NN Models

Recurrent neural network



Gradient-Based Attribution
Individual Causal Effect
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• Gradient-based and Perturbation-based attribution methods –
special cases of Individual Causal Effect

• Setting
• Such methods are sensitive and cannot give global attributions 



Causal Attribution
ACE: Average Causal Effect
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For binary variables:

where baseline is defined as:
the average ACE across all xi

Interventional expectation: 
Non-trivial to compute

For continuous variables:



Computing ACE
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Let:

Interventional expectation: 
Non-trivial to compute

Consider the Taylor-series expansion:

Marginalizing over all other input neurons:



Computing ACE

Causal Perspectives in Explaining NN Models

• Intervened input neuron is d-separated from other input neurons; what 
does this give us?

• Given an intervention on a particular variable, the probability distribution 
of all other input neurons doesn’t change, i.e. for 

• Interventional means and covariances of non-intervened neurons same as 
observational means and covariances Can be pre-computed



Causal Regressors
Computing the baseline
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We use causal regressors (Bayesian regression) to obtain 
baseline using different intervention values, α, from its range

where baseline is defined as:



What about RNNs?
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Depends on a particular RNN architecture.
Where output does not feed into input, same idea can be used.



Scaling to Large Data
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However, we only need

Computation of ACE requires Hessian:

To this end, consider eigendecomposition of covariance matrix:
Let



C

Results
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Iris Dataset

ACE values match 
a decision tree 

learned 
independently!
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Results
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Aircraft Data (NASA Dashlink Dataset)

FDR report: “….due to slippery runway, 
the pilot could not apply

timely brakes, resulting in a steep 
acceleration in the airplane

post-touchdown…”



Axioms of Attribution

Causal Perspectives in Explaining NN Models

• Completeness

• Sensitivity

• Implementation Invariance
• Symmetry Preservation
• Input Invariance

Sundararajan et al, ICML 2017; Kindermans et al, 2017

Proposed method 
satisfies all important 

axioms (almost) Gradient-based methods violate Axiom 2; 
DeepLIFT and LRP violate Axiom 3



More Details
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arXiv:
https://arxiv.org/abs/1902.02302

Code:
https://github.com/Piyushi-0/ACE

https://github.com/Piyushi-0/ACE


Causal 
Regularization
with Domain 

Priors

arXiv 2022
(under review)

Joint work with:
Gowtham Reddy A

To the best of our 
knowledge, first 

effort to integrate 
causal knowledge 
for attribution in 
neural networks

Sai Srinivas K Amit Sharma



Key Idea
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• Match causal effects learned by a neural network to effects we want it to learn

CREDO: Causal 
REgularization with 
DOmain Priors



Causal Graph and Effects
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We regularize for three kinds of causal 
effect in NN models:

• Controlled direct effect
• Natural direct effect
• Total causal effect



Matching Controlled Direct Effect
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Regularizing for Controlled Direct Effect
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Our Regularizer

Causal Perspectives in Explaining NN Models



Sample Results
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MEHRA Dataset

CREDO shows promising performance in matching causal domain priors with no
significant impact on model accuracy/training time



Viewing from Different Perspectives: Our Efforts
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Explainability 
in Deep 
Learning

Post-hoc Explainability Intrinsic Interpretability

Complementarity of explanations and robustness [AAAI 2021, NeurIPS 2021]

* [CVPR 2022] Ante-hoc explainability 
via concepts
* [CVPR 2022] Transferring concepts 
in knowledge distillation tasks

* [AAAI 2022] Causally disentangled 
representations
* [CVPR’W 2021] Dataset for causal 
representation learning
* [WACV 2022] Mitigating bias 
through causal perspectives
* [arXiv 2022] Causal regularizers

* [WACV 2018] GradCAM++: Generic 
method for visual explanations for CNN 
models
* [IEEE Trans on Biometrics 2021] 
Canonical saliency maps for face 
recognition/processing models
* [AISTATS 2022] Submodular 
ensembles of attribution methods

* [ICML 2019] Causal attributions in 
neural networks
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Thank you! 

Causal Perspectives in Explaining NN Models

Questions?

vineethnb@cse.iith.ac.in
http://www.iith.ac.in/~vineethnb

mailto:vineethnb@iith.ac.in
http://www.iith.ac.in/~vineethnb/index.html

