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Single cell data tool spectrum

CellMixS = Evaluate 
cell-specific mixing 
(batch correction)

diffcyt = Differential 
discovery in high-dim 
cytometry (via high-
resolution clustering)

scDblFinder = doublet 
detection for scRNA-seq 

data

muscat = multi-sample 
multi-group scRNA-seq 

data analysis tools

CATALYST = 
Cytometry dATa 
anALYSis Tools 

distinct = differential 
distribution analysis via 

hierarchical permutation tests

treeclimbR  = pinpoint the 
data-dependent resolution 
on hierarchical hypotheses.

pipeComp = comparison of 
pipelines involving various 

steps and parameters

SampleQC = robust 
multivariate, multi-celltype, 
multi-sample quality control 
for single cell data 

censcyt = diff. abundance 
analysis with a right-
censored covariates in high-
dim cytometry



Theme: infrastructure + benchmarking

iSEE = interactive 
(Shiny-based) 

SummarizedExperiment 
explorer

iCOBRA = interactive 
comparative evaluation of 
binary classification and 

ranking methods

SpatialExperiment = 
data structure for 

Spatially Resolved 
Transcriptomics Data

TreeSummarized-
Experiment = data 

structure for Data with 
Tree Structures

OMB = 
OMNIBENCHMARK 

framework for general 
benchmarking

ReSeq = authentic 
synthetic sequencing 
data



What I think about when I see (talks/
papers that include) benchmarks

• What are the metrics for success?  
• Are the simulations reasonable? 
• Could I reproduce this benchmark result? 
• To what data (and for how long) are these benchmark results 

valid?



The philosophy of benchmarking?

Talk by Marcel Salathé,  
EPFL Open Science Day 2019 

"Kindly Inquisitors: The New Attacks on Free 
Thought" by J. Rauch. 5



Benchmarking anecdote 1: 
if multiple people compare a method, 

they’ll get roughly the same results, right?
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{same data, 
same method} 
in the hands of 

many.
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I think the main tension is ..
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"researchers wishing to publish their analytical methods are 
required by referees to compare the performance of their 
own algorithms against other methodologies, thus being 
forced to be judge, jury and executioner. The result is that 
the authors’ method tends to be the best .." (from 2011!)



Benchmarking anecdote 2: do we 
know how to quantify 

performance?
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Do multiple metrics agree? (e.g., batch correction)



 

“Better tool index” for computational biology?

https://www.oecdbetterlifeindex.org/ 

https://arxiv.org/abs/1812.00661
https://www.oecdbetterlifeindex.org/


Some metrics are 
better than others

Almut



Benchmarking anecdote 3: 
are simulations good?
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Do results on 
simulated data reflect 

results from real 
datasets?

Helena



Benchmarking anecdote 4: do 
multiple benchmarks agree?
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Do multiple benchmarks agree? (e.g., batch correction)



Should we benchmark the 
benchmarks?
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Each dot is a benchmark (62 were 
surveyed): reviewers’ opinions on the 
extensibility and availability.

Code availability: good 
Code extensibility: not good



“It’s easy to be critical”  

.. how about a rethink on benchmark design 
(open .. continuous .. can crowd-source ..)
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OMNIBENCHMARK technical design

Data 
Standardized 
reference datasets

Knowledge 
graph

Knowledge graph

Interactive 
exploration of results

Methods 
Method results

Knowledge 
graph Metrics 

Performance 
results

Repository

Git LFS
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Data 
Standardized 
reference datasets

Knowledge 
graph

Knowledge graph

Interactive 
exploration of results

Methods 
Method results

Knowledge 
graph Metrics 

Performance 
results

Biologist / 
Clinician / 
Data Analyst 

OMNIBENCHMARK users

+Method

+Data

+Metric
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Data 
Standardized 
reference datasets

Knowledge 
graph

Knowledge graph

Interactive 
exploration of results

Methods 
Method results

Knowledge 
graph Metrics 

Performance 
results

Method Developer

OMNIBENCHMARK users

+Method

+Data

+Metric
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Data 
Standardized 
reference datasets

Knowledge 
graph

Knowledge graph

Interactive 
exploration of results

Methods 
Method results

Knowledge 
graph Metrics 

Performance 
results

Benchmarker

OMNIBENCHMARK users

Benchmark 
commons
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Discussion points

• Method explosion: gets more challenging every day

• Benchmarking is nuanced / difficult to do well; need to establish higher standards

• We don’t always know how to best evaluate methods: “test the tests”

• OMNIBENCHMARK gives a lot for free (transparency, systematization, 

reproducibility, flexible computing, provenance, efficiency), but steep learning 
curve


• Community engagement? Crowdsourcing?

• Publishing: continuous benchmark = database update

• Applications beyond computational biology



● does not ensure high quality tests of methods (e.g., that 
simulations are representative), or high quality reference 
datasets (no standards are imposed, except technical) 

● does not manage authority / gate-keeping (quality assurance, 
recognizing contributions) 

● communities → ELIXIR, hackathons

What OMNIBENCHMARK doesn’t do
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