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- Four dimensional de Sitter space is a Glauber-Sudarshan state in string theory I, II, Suddhasattwa Brahma, K.D, Radu Tatar et al 2007.00786, 2108.08365; de Sitter space is a Glauber-Sudarshan state in string theory, 2007.11611
- Crisis on infinite earths: short-lived dS vacua in the string theory landscape, Heliudson Bernardo, Suddhasattwa Brahma, KD, Radu Tatar, 2009.04504
- Quantum Break-Time of de Sitter, G. Dvali, C. Gomez and S. Zell, 1701.01776; Quantum Breaking Bound on de Sitter and Swampland, G. Dvali, C. Gomez, S. Zell, 1810.11002


## Other relevant papers related to my talk are as follows.

Other relevant papers related to my talk are as follows.

- de Sitter vacua in type IIB string theory: Classical solutions and quantum corrections, K.D, Rhiannon Gwyn, Mohammed Mia, Evan McDonough and Radu Tatar 1402.5112.
- $\overline{D 3}$ and dS, Eric Bergshoeff, K.D, Renata Kallosh, Antoine Van-Proyen, Timm Wrase, 1502.07627
- Quantum Corrections and the de Sitter Swampland Conjecture, K.D, Maxim Emelin, Evan McDonough, Radu Tatar, 1808.07498
- de Sitter vacua in the string landscape, K.D, Mir Mehedi Faruk, Maxim Emelin, Radu Tatar, 1908.05288; How a four-dimensional de Sitter solution remains outside the swampland, 1911.02604
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- How to realize it as a Glauber-Sudarshan state instead of a vacuum
- Why is this a hard problem?
- Although hard, it may still be a doable problem!
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Worse, the internal space will have time-dependences in such a way that various directions would grow in different ways.

Needless to say, supersymmetry will be broken, so we will have to study non-supersymmetric compactification in IIB.

Clearly to support such a background, we cannot have time-independent fluxes. Therefore the fluxes will have to become time-dependent. In fact the time dependences will be essential. This means the quantum corrections will have to be time-dependent.

My aim here is to argue that such a system can be solved in string theory!
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which is a de Sitter space with a flat slicing with $\wedge$ the cosmological constant and the temporal coordinate $t$ has a range $-\infty \leq t \leq 0$, with the late time regime given by $t \rightarrow 0$.
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$$
\begin{aligned}
\mathrm{d} s^{2} & =\frac{1}{\Lambda \mathrm{H}^{2}(y)|t|^{2}}\left(-\mathrm{d} t^{2}+\mathrm{d} x_{1}^{2}+\mathrm{d} x_{2}^{2}+\mathrm{d} x_{3}^{2}\right) \\
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\end{aligned}
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Our aim would be to show that this is a solution in string theory and then realize it as a Glauber-Sudarshan state, alternatively known as a coherent state.

Two questions arise :
Why do we want to realize it as a coherent state in string theory?
How can we realize this as a coherent state in string theory?
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- Explicitly time-dependent degrees of freedom, otherwise such a configuration can be shown to allow no EFT description in four-dimensions (i.e is in the swampland)
- Since there is no free vacuum $|0\rangle$ in string theory, our construction will specifically require an interacting vacuum $|\Omega\rangle$. Such an interacting vacuum will have to be shifted by a displacement operator to create the necessary coherent state.
- Provides easy answers to hard questions like entropy, vacuum energy, trans-Planckian cosmic censorship (TCC), etc. thus explaining why we want to construct it in a UV complete theory.
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Why interacting vacuum instead of the free vacuum?
In the following I'll try to answer at least some of the above questions, while motivating the others.

For computational efficiency we will study this from M-theory point of view, where the metric takes the following form.
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\begin{gathered}
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where $g_{s} \propto \sqrt{\Lambda}|t| \mathrm{H}(y)$ is the type IIA coupling which is unfortunately time-dependent and $z=x_{3}+i x_{11}$ is the coordinate of the toroidal fiber.
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Late time, in our flat slicing choice, is when $t \rightarrow 0$. Interestingly this is also weak coupling in the IIA side, as $g_{s} \propto \sqrt{\lambda|t|} \mathrm{H}(y)$, despite the fact that the coupling is changing with respect to time.

In fact weak coupling can be maintained in the following time-interval.

$$
-\frac{1}{\sqrt{\Lambda}}<t<0
$$

Ignoring $\mathrm{H}(y)$ for simplicity. This is interestingly also the bound set up by TCC!
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$$
\mathbf{R}_{\mathrm{MN}}-\frac{1}{2} \mathbf{g}_{\mathrm{MN}} \mathbf{R}=\mathbb{T}_{\mathrm{MN}}^{\text {classical }}+\mathbb{T}_{\mathrm{MN}}^{\text {quantum }}
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This looks like a silver lining in the dark clouds. We are at weak coupling, and the energy scales are pretty smaller than $M_{p}$. Maybe then we can write the following.

$$
\mathbf{R}_{\mathrm{MN}}-\frac{1}{2} \mathbf{g}_{\mathrm{MN}} \mathbf{R}=\mathbb{T}_{\mathrm{MN}}^{\text {classical }}+\mathbb{T}_{\mathrm{MN}}^{\text {quantum }}
$$

where $\mathbb{T}_{\mathrm{MN}}^{\text {classical }}$ and $\mathbb{T}_{\mathrm{MN}}^{\text {quantum }}$ are the energy momentum tensors for the classical and the quantum terms. ( $\mathrm{M}, \mathrm{N}$ ) are all the eleven-dimension coordinates.

$$
\begin{gathered}
\mathbb{T}_{\mathrm{MN}}^{\text {classical }} \equiv \mathbb{T}_{\mathrm{MN}}^{\text {fluxes }}+\mathbb{T}_{\mathrm{MN}}^{\text {branes }}+\mathbb{T}_{\mathrm{MN}}^{\text {anti-branes }}+\mathbb{T}_{\mathrm{MN}}^{\mathrm{O}-\text { planes }} \\
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\end{gathered}
$$

This looks like a silver lining in the dark clouds. We are at weak coupling, and the energy scales are pretty smaller than $M_{p}$. Maybe then we can write the following.

$$
\mathbf{R}_{\mathrm{MN}}-\frac{1}{2} \mathbf{g}_{\mathrm{MN}} \mathbf{R}=\mathbb{T}_{\mathrm{MN}}^{\text {classical }}+\mathbb{T}_{\mathrm{MN}}^{\text {quantum }}
$$

where $\mathbb{T}_{\mathrm{MN}}^{\text {classical }}$ and $\mathbb{T}_{\mathrm{MN}}^{\text {quantum }}$ are the energy momentum tensors for the classical and the quantum terms. ( $\mathrm{M}, \mathrm{N}$ ) are all the eleven-dimension coordinates.

$$
\begin{gathered}
\mathbb{T}_{\mathrm{MN}}^{\text {clasical }} \equiv \mathbb{T}_{\mathrm{MN}}^{\text {fuxes }}+\mathbb{T}_{\mathrm{MN}}^{\text {branes }}+\mathbb{T}_{\mathrm{MN}}^{\text {anti-branes }}+\mathbb{T}_{\mathrm{MN}}^{\mathrm{O} \text {-planes }} \\
\mathbb{T}_{\mathrm{MN}}^{\text {quantum }} \equiv \mathbb{T}_{\mathrm{MN}}^{\text {perturbative }}+\mathbb{T}_{\mathrm{MN}}^{\text {non-perturbative }}+\mathbb{T}_{\mathrm{MN}}^{\text {non-local }}+\mathbb{T}_{\mathrm{MN}}^{\text {topogicical }}
\end{gathered}
$$

By O-planes we mean the M-theory lift of the O-planes.
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Unfortunately we have no idea what are all the perturbative, non-perturbative and topological quantum terms, as well as the non-local counter-terms. This is sad, so question is how are we to proceed?

One way out would be to take everything that comes to mind, i.e every possible couplings that may be allowed in a Wilsonian effective action.

You could say that it'll then be impossible to solve the system, or some of you may ask: how do we even know that Wilsonian method of integrating out high energy modes work when the modes are themselves changing with respect to time? We will come back to the latter question, if time permits, but for the first question: lets see what we can do.

In view of time, l'll only talk about the perturbative terms.
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In view of time, l'll only talk about the perturbative terms. The other terms, like non-perturbative, topological as well as the no-local ones have been discussed in our papers.

There are literally an infinite possible perturbative interaction we could think about. This is not good, but also, if we take complex instantons into account, maybe the infinite non-perturbative terms could be summed as a resurgent transseries by performing Borel summation. This is already getting harder, but lets push on and see where we go, at least with the perturbative terms.

In view of time, l'll only talk about the perturbative terms. The other terms, like non-perturbative, topological as well as the no-local ones have been discussed in our papers.

There are literally an infinite possible perturbative interaction we could think about. This is not good, but also, if we take complex instantons into account, maybe the infinite non-perturbative terms could be summed as a resurgent transseries by performing Borel summation. This is already getting harder, but lets push on and see where we go, at least with the perturbative terms.

So question: what are the allowed perturbative terms at small $g_{s}$ and low energies?

## OK, how about this:

OK, how about this: We take all possible flux terms, all possible curvature terms, all possible derivatives; raise them to arbitrary powers and then sum them all up.

OK, how about this: We take all possible flux terms, all possible curvature terms, all possible derivatives; raise them to arbitrary powers and then sum them all up. Something like the following.

OK, how about this: We take all possible flux terms, all possible curvature terms, all possible derivatives; raise them to arbitrary powers and then sum them all up. Something like the following.

$$
\begin{aligned}
& \mathbb{Q}_{\mathrm{T}}^{\left(\left\{l_{i}\right\}, n_{i}\right)}=\left[\mathbf{g}^{-1}\right] \prod_{i=0}^{3}[\partial]^{n_{i}} \prod_{\mathrm{k}=1}^{27}\left(\mathbf{R}_{\mathrm{A}_{\mathrm{k}} \mathrm{~B}_{\mathrm{k}} \mathrm{C}_{\mathrm{k}} \mathrm{D}_{\mathrm{k}}}\right)^{k_{\mathrm{k}}} \prod_{\mathrm{r}=28}^{38}\left(\mathbf{G}_{\mathrm{A}_{\mathrm{r}} \mathrm{~B}_{\mathrm{r}} \mathrm{C}_{\mathrm{r}} \mathrm{D}_{\mathrm{r}}}\right)^{/_{\mathrm{r}}} \\
& =\mathbf{g}^{m_{i} m_{i}^{\prime}} \ldots \mathbf{g}^{j_{k} j_{k}^{\prime}}\left\{\partial_{m}^{n_{1}}\right\}\left\{\partial_{\alpha}^{n_{2}}\right\}\left\{\partial_{a}^{n_{3}}\right\}\left\{\partial_{0}^{n_{0}}\right\}\left(\mathbf{R}_{m n p q}\right)^{l_{1}}\left(\mathbf{R}_{a b a b}\right)^{l_{2}}\left(\mathbf{R}_{p q a b}\right)^{1_{3}}\left(\mathbf{R}_{\alpha a b \beta}\right)^{1_{4}} \\
& \times\left(\mathbf{R}_{\alpha \beta m n}\right)^{/ 5}\left(\mathbf{R}_{\alpha \beta \alpha \beta}\right)^{1 / 6}\left(\mathbf{R}_{i j j}\right)^{1 /}\left(\mathbf{R}_{i j m n}\right)^{18}\left(\mathbf{R}_{i a j b}\right)^{l_{9}}\left(\mathbf{R}_{i \alpha j \beta}\right)^{10}\left(\mathbf{R}_{0 m n p}\right)^{1 / 11} \\
& \times\left(\mathbf{R}_{0 m 0 n}\right)^{1_{12}}\left(\mathbf{R}_{0 i 0 j}\right)^{1_{13}}\left(\mathbf{R}_{0 a 0 b}\right)^{1_{14}}\left(\mathbf{R}_{0 \alpha 0 \beta}\right)^{1_{15}}\left(\mathbf{R}_{0 \alpha \beta m}\right)^{16}\left(\mathbf{R}_{0 a b m}\right)^{1_{17}}\left(\mathbf{R}_{0 i j m}\right)^{1_{18}} \\
& \times\left(\mathbf{R}_{m n p \alpha}\right)^{l_{19}}\left(\mathbf{R}_{m \alpha a b}\right)^{l_{20}}\left(\mathbf{R}_{m \alpha \alpha \beta}\right)^{l_{21}}\left(\mathbf{R}_{m \alpha i j}\right)^{l_{22}}\left(\mathbf{R}_{0 m n \alpha}\right)^{l_{23}}\left(\mathbf{R}_{0 m 0 \alpha}\right)^{l_{24}}\left(\mathbf{R}_{0 \alpha \beta \alpha}\right)^{l_{25}} \\
& \times\left(\mathbf{R}_{0 a b \alpha}\right)^{1 / 26}\left(\mathbf{R}_{0 i j \alpha}\right)^{127}\left(\mathbf{G}_{m n p q}\right)^{1 / 28}\left(\mathbf{G}_{m n p \alpha}\right)^{1 / 29}\left(\mathbf{G}_{m n p a}\right)^{130}\left(\mathbf{G}_{m n \alpha \beta}\right)^{131}\left(\mathbf{G}_{m n \alpha a}\right)^{132} \\
& \times\left(\mathbf{G}_{m \alpha \beta a}\right)^{1 / 33}\left(\mathbf{G}_{0 i j m}\right)^{1 / 34}\left(\mathbf{G}_{0 i j \alpha}\right)^{135}\left(\mathbf{G}_{m n a b}\right)^{136}\left(\mathbf{G}_{a b \alpha \beta}\right)^{137}\left(\mathbf{G}_{m \alpha a b}\right)^{188},
\end{aligned}
$$

OK, how about this: We take all possible flux terms, all possible curvature terms, all possible derivatives; raise them to arbitrary powers and then sum them all up. Something like the following.

$$
\begin{aligned}
& \mathbb{Q}_{\mathrm{T}}^{\left(\left\{l_{i}\right\}, n_{i}\right)}=\left[\mathbf{g}^{-1}\right] \prod_{i=0}^{3}[\partial]^{n_{i}} \prod_{\mathrm{k}=1}^{27}\left(\mathbf{R}_{\mathrm{A}_{\mathrm{k}} \mathrm{~B}_{\mathrm{k}} \mathrm{C}_{\mathrm{k}} \mathrm{D}_{\mathrm{k}}}\right)^{k^{k}} \prod_{\mathrm{r}=28}^{38}\left(\mathbf{G}_{\mathrm{A}_{\mathrm{r}} \mathrm{~B}_{\mathrm{r}} \mathrm{C}_{\mathrm{r}} \mathrm{D}_{\mathrm{r}}}\right)^{t_{\mathrm{r}}} \\
& =\mathbf{g}^{m_{i} m_{i}^{\prime}} \ldots \mathbf{g}^{j_{k} j_{k}^{\prime}}\left\{\partial_{m}^{n_{1}}\right\}\left\{\partial_{\alpha}^{n_{2}}\right\}\left\{\partial_{a}^{n_{3}}\right\}\left\{\partial_{0}^{n_{0}}\right\}\left(\mathbf{R}_{m n p q}\right)^{1_{1}}\left(\mathbf{R}_{a b a b}\right)^{l_{2}}\left(\mathbf{R}_{p q a b}\right)^{1_{3}}\left(\mathbf{R}_{\alpha a b \beta}\right)^{1_{4}} \\
& \times\left(\mathbf{R}_{\alpha \beta m n}\right)^{/ 5}\left(\mathbf{R}_{\alpha \beta \alpha \beta}\right)^{1 / 6}\left(\mathbf{R}_{i j j}\right)^{1 /}\left(\mathbf{R}_{i j m n}\right)^{18}\left(\mathbf{R}_{i a j b}\right)^{l_{9}}\left(\mathbf{R}_{i \alpha j \beta}\right)^{10}\left(\mathbf{R}_{0 m n p}\right)^{1 / 11} \\
& \times\left(\mathbf{R}_{0 m 0 n}\right)^{1_{12}}\left(\mathbf{R}_{0 i 0 j}\right)^{1_{13}}\left(\mathbf{R}_{0 a 0 b}\right)^{1_{14}}\left(\mathbf{R}_{0 \alpha 0 \beta}\right)^{1_{15}}\left(\mathbf{R}_{0 \alpha \beta m}\right)^{16}\left(\mathbf{R}_{0 a b m}\right)^{1_{17}}\left(\mathbf{R}_{0 i j m}\right)^{1_{18}} \\
& \times\left(\mathbf{R}_{m n p \alpha}\right)^{1 / 19}\left(\mathbf{R}_{m \alpha a b}\right)^{120}\left(\mathbf{R}_{m \alpha \alpha \beta}\right)^{121}\left(\mathbf{R}_{m \alpha i j}\right)^{l_{22}}\left(\mathbf{R}_{0 m n \alpha}\right)^{123}\left(\mathbf{R}_{0 m 0 \alpha}\right)^{l_{24}}\left(\mathbf{R}_{0 \alpha \beta \alpha}\right)^{1 / 25} \\
& \times\left(\mathbf{R}_{0 a b \alpha}\right)^{126}\left(\mathbf{R}_{0 i j \alpha}\right)^{127}\left(\mathbf{G}_{m n p q}\right)^{1 / 28}\left(\mathbf{G}_{m n p \alpha}\right)^{1 / 29}\left(\mathbf{G}_{m n p a}\right)^{130}\left(\mathbf{G}_{m n \alpha \beta}\right)^{131}\left(\mathbf{G}_{m n \alpha a}\right)^{1 / 32} \\
& \times\left(\mathbf{G}_{m \alpha \beta a}\right)^{1 / 33}\left(\mathbf{G}_{0 i j m}\right)^{1 / 34}\left(\mathbf{G}_{0 i j \alpha}\right)^{135}\left(\mathbf{G}_{m n a b}\right)^{136}\left(\mathbf{G}_{a b \alpha \beta}\right)^{137}\left(\mathbf{G}_{m \alpha a b}\right)^{188},
\end{aligned}
$$

i.e. sum over all $\left(l_{i}, n_{i}\right)$.

OK, how about this: We take all possible flux terms, all possible curvature terms, all possible derivatives; raise them to arbitrary powers and then sum them all up. Something like the following.

$$
\begin{aligned}
\mathbb{Q}_{\mathrm{T}}^{\left(\left\{l_{i}\right\}, n_{i}\right)} & =\left[\mathbf{g}^{-1}\right] \prod_{i=0}^{3}[\partial]^{n_{i}} \prod_{\mathrm{k}=1}^{27}\left(\mathbf{R}_{\mathrm{A}_{\mathrm{k}} \mathrm{~B}_{\mathrm{k}} \mathrm{C}_{\mathrm{k}} \mathrm{D}_{\mathrm{k}}}\right)^{l_{\mathrm{k}}} \prod_{\mathrm{r}=28}^{38}\left(\mathbf{G}_{\mathrm{A}_{\mathrm{r}} \mathrm{~B}_{\mathrm{r}} \mathrm{C}_{\mathrm{r}} \mathrm{D}_{\mathrm{r}}}\right)^{l_{\mathrm{r}}} \\
& =\mathbf{g}^{m_{i} m_{i}^{\prime}} \ldots \mathbf{g}^{j_{k} j_{k}^{\prime}}\left\{\partial_{m}^{n_{1}}\right\}\left\{\partial_{\alpha}^{n_{2}}\right\}\left\{\partial_{a}^{n_{3}}\right\}\left\{\partial_{0}^{n_{0}}\right\}\left(\mathbf{R}_{m n p q}\right)^{l_{1}}\left(\mathbf{R}_{a b a b}\right)^{l_{2}}\left(\mathbf{R}_{p q a b}\right)^{l_{3}}\left(\mathbf{R}_{\alpha a b \beta}\right)^{l_{4}} \\
& \times\left(\mathbf{R}_{\alpha \beta m n}\right)^{l_{5}}\left(\mathbf{R}_{\alpha \beta \alpha \beta}\right)^{l_{6}}\left(\mathbf{R}_{i j i j}\right)^{l_{7}}\left(\mathbf{R}_{i j m n}\right)^{l_{8}}\left(\mathbf{R}_{i a j b}\right)^{l_{9}}\left(\mathbf{R}_{i \alpha j \beta}\right)^{l_{10}}\left(\mathbf{R}_{0 m n p}\right)^{l_{11}} \\
& \times\left(\mathbf{R}_{0 m 0 n}\right)^{l_{12}}\left(\mathbf{R}_{0 i 0 j}\right)^{l_{13}}\left(\mathbf{R}_{0 a 0 b}\right)^{l_{14}}\left(\mathbf{R}_{0 \alpha 0 \beta}\right)^{l_{15}}\left(\mathbf{R}_{0 \alpha \beta m}\right)^{l_{16}}\left(\mathbf{R}_{0 a b m}\right)^{l_{17}}\left(\mathbf{R}_{0 i j m}\right)^{l_{18}} \\
& \times\left(\mathbf{R}_{m n p \alpha}\right)^{l_{19}}\left(\mathbf{R}_{m \alpha a b}\right)^{l_{20}}\left(\mathbf{R}_{m \alpha \alpha \beta}\right)^{l_{21}}\left(\mathbf{R}_{m \alpha i j}\right)^{l_{22}}\left(\mathbf{R}_{0 m n \alpha}\right)^{l_{23}}\left(\mathbf{R}_{0 m 0 \alpha}\right)^{l_{24}}\left(\mathbf{R}_{0 \alpha \beta \alpha}\right)^{l_{25}} \\
& \times\left(\mathbf{R}_{0 a b \alpha}\right)^{l_{26}}\left(\mathbf{R}_{0 i j \alpha}\right)^{l_{27}}\left(\mathbf{G}_{m n p q}\right)^{l_{28}}\left(\mathbf{G}_{m n p \alpha}\right)^{l_{29}}\left(\mathbf{G}_{m n p a}\right)^{l_{30}}\left(\mathbf{G}_{m n \alpha \beta}\right)^{l_{31}}\left(\mathbf{G}_{m n \alpha a}\right)^{l_{32}} \\
& \times\left(\mathbf{G}_{m \alpha \beta a}\right)^{l_{33}}\left(\mathbf{G}_{0 i j m}\right)^{l_{34}}\left(\mathbf{G}_{0 i j \alpha}\right)^{l_{35}}\left(\mathbf{G}_{m n a b}\right)^{l_{36}}\left(\mathbf{G}_{a b \alpha \beta}\right)^{l_{37}}\left(\mathbf{G}_{m \alpha a b}\right)^{l_{38}}
\end{aligned}
$$

i.e. sum over all $\left(l_{i}, n_{i}\right)$. Note that $n_{i}$ can be negative, but we take $l_{i} \in+\mathbb{Z}$.

OK, how about this: We take all possible flux terms, all possible curvature terms, all possible derivatives; raise them to arbitrary powers and then sum them all up. Something like the following.

$$
\begin{aligned}
& \mathbb{Q}_{\mathrm{T}}^{\left(\left\{\{i\}, n_{i}\right)\right.}=\left[\mathbf{g}^{-1}\right] \prod_{i=0}^{3}[\partial]^{n_{i}} \prod_{\mathrm{k}=1}^{27}\left(\mathbf{R}_{\mathrm{A}_{\mathrm{k}} \mathrm{~B}_{\mathrm{k}} \mathrm{C}_{\mathrm{k}} \mathrm{D}_{\mathrm{k}}}\right)^{l_{\mathrm{k}}} \prod_{\mathrm{r}=28}^{38}\left(\mathbf{G}_{\mathrm{A}_{\mathrm{r}} \mathrm{~B}_{\mathrm{r}} \mathrm{C}_{\mathrm{r}} \mathrm{D}_{\mathrm{r}}}\right)^{1_{\mathrm{r}}} \\
& =\mathbf{g}^{m_{i} m_{i}^{\prime}} \ldots \mathbf{g}^{j_{k} j_{k}^{\prime}}\left\{\partial_{m}^{n_{1}}\right\}\left\{\partial_{\alpha}^{n_{2}}\right\}\left\{\partial_{a}^{n_{3}}\right\}\left\{\partial_{0}^{n_{0}}\right\}\left(\mathbf{R}_{m n p q}\right)^{1_{1}}\left(\mathbf{R}_{a b a b}\right)^{l_{2}}\left(\mathbf{R}_{p q a b}\right)^{1_{3}}\left(\mathbf{R}_{\alpha a b \beta}\right)^{1_{4}} \\
& \times\left(\mathbf{R}_{\alpha \beta m n}\right)^{/ 5}\left(\mathbf{R}_{\alpha \beta \alpha \beta}\right)^{1 / 6}\left(\mathbf{R}_{i j j}\right)^{1 /}\left(\mathbf{R}_{i j m n}\right)^{18}\left(\mathbf{R}_{i a j b}\right)^{l_{9}}\left(\mathbf{R}_{i \alpha j \beta}\right)^{10}\left(\mathbf{R}_{0 m n p}\right)^{1 / 11} \\
& \times\left(\mathbf{R}_{0 m 0 n}\right)^{1_{12}}\left(\mathbf{R}_{0 i 0 j}\right)^{1_{13}}\left(\mathbf{R}_{0 a 0 b}\right)^{1_{14}}\left(\mathbf{R}_{0 \alpha 0 \beta}\right)^{1_{15}}\left(\mathbf{R}_{0 \alpha \beta m}\right)^{16}\left(\mathbf{R}_{0 a b m}\right)^{1_{17}}\left(\mathbf{R}_{0 i j m}\right)^{1_{18}} \\
& \times\left(\mathbf{R}_{m n p \alpha}\right)^{1_{19}}\left(\mathbf{R}_{m \alpha a b}\right)^{120}\left(\mathbf{R}_{m \alpha \alpha \beta}\right)^{1 / 21}\left(\mathbf{R}_{m \alpha i j}\right)^{122}\left(\mathbf{R}_{0 m n \alpha}\right)^{123}\left(\mathbf{R}_{0 m 0 \alpha}\right)^{l_{24}}\left(\mathbf{R}_{0 \alpha \beta \alpha}\right)^{1 / 25} \\
& \times\left(\mathbf{R}_{0 a b \alpha}\right)^{l_{26}}\left(\mathbf{R}_{0 i j \alpha}\right)^{127}\left(\mathbf{G}_{m n p q}\right)^{)_{28}}\left(\mathbf{G}_{m n p \alpha}\right)^{1 / 29}\left(\mathbf{G}_{m n p a}\right)^{130}\left(\mathbf{G}_{m n \alpha \beta}\right)^{131}\left(\mathbf{G}_{m n \alpha a}\right)^{1^{132}} \\
& \times\left(\mathbf{G}_{m \alpha \beta a}\right)^{1 / 33}\left(\mathbf{G}_{0 i j m}\right)^{1 / 34}\left(\mathbf{G}_{0 i j \alpha}\right)^{135}\left(\mathbf{G}_{m n a b}\right)^{136}\left(\mathbf{G}_{a b \alpha \beta}\right)^{137}\left(\mathbf{G}_{m \alpha a b}\right)^{138},
\end{aligned}
$$

i.e. sum over all $\left(l_{i}, n_{i}\right)$. Note that $n_{i}$ can be negative, but we take $I_{i} \in+\mathbb{Z}$. In M-theory the manifold is $\mathcal{M}_{4} \times \mathcal{M}_{2} \times \frac{\mathbb{T}^{2}}{\mathbb{Z}_{2}}$, with $(m, n) \in \mathcal{M}_{4},(\alpha, \beta) \in \mathcal{M}_{2},(a, b) \in \frac{\mathbb{T}^{2}}{\mathbb{Z}_{2}}$.

## So what is the perturbative energy-momentum tensor?

## So what is the perturbative energy-momentum tensor?

$$
\mathbb{T}_{\mathrm{MN}}^{\text {perturbative }} \equiv \sum_{\left\{l_{i}, n_{j}\right\}}\left(a_{1} \mathbf{g}_{\mathrm{MN}} \mathbb{Q}_{\mathrm{T}}^{\left(\left\{l_{i}\right\}, n_{i}\right)}+\frac{\partial \mathbb{Q}_{\mathrm{T}}^{\left(\left\{l_{i}\right\}, n_{i}\right)}}{\partial \mathbf{g}^{\mathrm{MN}}}\right)
$$

## So what is the perturbative energy-momentum tensor?

$$
\mathbb{T}_{\mathrm{MN}}^{\text {perturbative }} \equiv \sum_{\left\{l_{i}, n_{j}\right\}}\left(a_{1} \mathbf{g}_{\mathrm{MN}} \mathbb{Q}_{\mathrm{T}}^{\left(\left\{l_{i}\right\}, n_{i}\right)}+\frac{\partial \mathbb{Q}_{\mathrm{T}}^{\left(\left\{l_{i}\right\}, n_{i}\right)}}{\partial \mathbf{g}^{\mathrm{MN}}}\right)
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What is the metric ansatze?

## So what is the perturbative energy-momentum tensor?

$$
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The latter condition keeps the 4d Newton's constant time independent. Question now is: what strategy do we follow to determine whether the above background is consistent or not?
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where $k$ is the power of $g_{s}$ appearing in the G-flux ansatze, $l_{1}$ to $l_{27}$ are the powers of the 27 curvature tensor components, and $l_{28}$ till $I_{38}$ are the powers of the G-flux components.
$n_{3}$ is the number of derivatives along the 11th direction. Note however the presence of the relative minus signs. They occur in two places: in front of $n_{3}$ and in front of $\left(l_{36}, l_{37}, l_{38}\right)$. The latter are related to the G-flux components of the form $G_{M N a b}$.

## What goes wrong if we take time independent fluxes?

## What goes wrong if we take time independent fluxes? Time-independent fluxes mean $k=0$. This gives:

## What goes wrong if we take time independent fluxes?

 Time-independent fluxes mean $k=0$. This gives:$$
\begin{aligned}
\theta_{k l} & \equiv \frac{2}{3} \sum_{i=1}^{27} l_{i}+\frac{1}{3}\left(\sum_{i=0}^{2} n_{i}-2 n_{3}+l_{34}+l_{35}\right)+\frac{4}{3}\left(l_{28}+l_{29}+l_{31}\right) \\
& +\frac{1}{3}\left(l_{30}+l_{32}+l_{33}\right)-\frac{2}{3}\left(l_{36}+l_{37}+l_{38}\right) \\
& =\text { stuff }- \text { stuff }^{\prime}
\end{aligned}
$$

## What goes wrong if we take time independent fluxes?

Time-independent fluxes mean $k=0$. This gives:

$$
\begin{aligned}
\theta_{k l} & \equiv \frac{2}{3} \sum_{i=1}^{27} l_{i}+\frac{1}{3}\left(\sum_{i=0}^{2} n_{i}-2 n_{3}+l_{34}+l_{35}\right)+\frac{4}{3}\left(l_{28}+l_{29}+l_{31}\right) \\
& +\frac{1}{3}\left(l_{30}+l_{32}+l_{33}\right)-\frac{2}{3}\left(l_{36}+l_{37}+l_{38}\right) \\
& =\text { stuff }- \text { stuff }^{\prime}
\end{aligned}
$$

This is not a good sign (no pun intended).

What goes wrong if we take time independent fluxes?
Time-independent fluxes mean $k=0$. This gives:

$$
\begin{aligned}
\theta_{k l} & \equiv \frac{2}{3} \sum_{i=1}^{27} l_{i}+\frac{1}{3}\left(\sum_{i=0}^{2} n_{i}-2 n_{3}+l_{34}+l_{35}\right)+\frac{4}{3}\left(l_{28}+l_{29}+l_{31}\right) \\
& +\frac{1}{3}\left(l_{30}+l_{32}+l_{33}\right)-\frac{2}{3}\left(l_{36}+l_{37}+l_{38}\right) \\
& =\text { stuff }- \text { stuff }^{\prime}
\end{aligned}
$$

This is not a good sign (no pun intended). Why is that?

## Recall our strategy of balancing the $g_{s}$ powers on both sides of the equation. What this entails is the following:

Recall our strategy of balancing the $g_{s}$ powers on both sides of the equation. What this entails is the following:

$$
\begin{aligned}
\mathbf{G}_{\mathrm{MN}}\left(y, g_{s}\right) & \equiv \mathbf{R}_{\mathrm{MN}}\left(y, g_{s}\right)-\frac{1}{2} \mathbf{g}_{\mathrm{MN}}\left(y, g_{s}\right) \mathbf{R}\left(y, g_{s}\right) \\
& =\mathbb{T}_{\mathrm{MN}}^{\text {classical }}\left(y, g_{s}\right)+\mathbb{T}_{\mathrm{MN}}^{\text {perturbative }}\left(y, g_{s}\right)+\ldots \ldots .
\end{aligned}
$$

Recall our strategy of balancing the $g_{s}$ powers on both sides of the equation. What this entails is the following:

$$
\begin{aligned}
\mathbf{G}_{\mathrm{MN}}\left(y, g_{s}\right) & \equiv \mathbf{R}_{\mathrm{MN}}\left(y, g_{s}\right)-\frac{1}{2} \mathbf{g}_{\mathrm{MN}}\left(y, g_{s}\right) \mathbf{R}\left(y, g_{s}\right) \\
& =\mathbb{T}_{\mathrm{MN}}^{\text {classical }}\left(y, g_{s}\right)+\mathbb{T}_{\mathrm{MN}}^{\text {perturbative }}\left(y, g_{s}\right)+\ldots . . \\
g_{s}^{\theta_{E}} G_{\mathrm{MN}}(y)= & g_{s}^{\theta_{F} F} T_{\mathrm{MN}}^{\text {classical }}(y)+g_{s}^{\text {stuff-stuff' }} T_{\mathrm{MN}}^{\text {perturbative }}+\ldots \ldots
\end{aligned}
$$

Recall our strategy of balancing the $g_{s}$ powers on both sides of the equation. What this entails is the following:

$$
\begin{aligned}
\mathbf{G}_{\mathrm{MN}}\left(y, g_{s}\right) & \equiv \mathbf{R}_{\mathrm{MN}}\left(y, g_{s}\right)-\frac{1}{2} \mathbf{g}_{\mathrm{MN}}\left(y, g_{s}\right) \mathbf{R}\left(y, g_{s}\right) \\
& =\mathbb{T}_{\mathrm{MN}}^{\text {classical }}\left(y, g_{s}\right)+\mathbb{T}_{\mathrm{MN}}^{\text {perturbative }}\left(y, g_{s}\right)+\ldots \ldots \\
g_{s}^{\theta} \mathrm{E}_{\mathrm{E}} G_{\mathrm{MN}}(y)= & g_{s}^{\theta_{\mathrm{F}}} T_{\mathrm{MN}}^{\text {classical }}(y)+g_{s}^{\text {stuff-stuff' }} T_{\mathrm{MN}}^{\text {perturative }}+\ldots \ldots .
\end{aligned}
$$

Sadly we have lost the $g_{s}$ hierarchy!

Recall our strategy of balancing the $g_{s}$ powers on both sides of the equation. What this entails is the following:

$$
\begin{aligned}
& \mathbf{G}_{\mathrm{MN}}\left(y, g_{s}\right) \equiv \mathbf{R}_{\mathrm{MN}}\left(y, g_{s}\right)-\frac{1}{2} \mathbf{g}_{\mathrm{MN}}\left(y, g_{s}\right) \mathbf{R}\left(y, g_{s}\right) \\
&=\mathbb{T}_{\mathrm{MN}}^{\text {classical }}\left(y, g_{s}\right)+\mathbb{T}_{\mathrm{MN}}^{\text {perturbative }}\left(y, g_{s}\right)+\ldots \ldots \\
& g_{s}^{\theta} E \\
& G_{\mathrm{MN}}(y)= g_{s}^{\theta_{\mathrm{F}}} T_{\mathrm{MN}}^{\text {classical }}(y)+g_{s}^{\text {stuff-stuff' }} T_{\mathrm{MN}}^{\text {perturbative }}+\ldots \ldots .
\end{aligned}
$$

Sadly we have lost the $g_{s}$ hierarchy! Which means for any given value of $\theta_{E}=\theta_{F}$ there are literally an infinite number of (stuff, stuff'), i.e literally an infinite number of perturbative operators contribute.
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But wait, all these operators have different $M_{p}$ scalings, so couldn't we take $M_{p} \rightarrow \infty$ and get rid of the apparent loss of $g_{s}$ hierarchy?

Sadly no! This is because the troublesome operators that seem to break the $g_{s}$ hierarchy, are constructed out of localized G-flux components $\mathrm{G}_{\mathrm{MNab}}$. Because of their localized nature they have hidden $M_{p}$ 's in their definitions, something like $\exp \left(-M_{p}^{2} x_{11}^{2}\right)$, to quote an example.

In our definition of quantum series, we have derivatives along the $x_{11}$ directions (recall the appearance of $n_{3}$ !). These derivatives kill the $M_{p}$ suppressions of the quantum terms.
As a result, to any given powers of $\frac{g_{s}^{|a|}}{M_{\rho}^{j}}$ there are literally an infinite number of operators, thus killing both the $g_{s}$ and $M_{p}$ hierarchies!
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I just gave an example with perturbative quantum terms. Similar and more drastic violation of the EFT happens with non-perturbative, topological and (worse) with non-local quantum terms.

Thus we cannot get de Sitter with any classical sources, and even with any amount of quantum terms if the G-flux components are time-independent. Nothing can save the day there, and these backgrounds are truly in the swampland.

Note that we have derived our results by going deep in the core of M-theory/IIB without using any adhoc hypothesis. So Vafa is not wrong when he said that these backgrounds are in the swampland!
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Supersymmetry is broken by the coherent state spontaneously, and because of the susy Minkowski background, the zero point energies cancel. This means the cosmological constant appear exclusively from the fluxes and the quantum terms with no contributions from the zero point energies.

Wilsonian analysis can be performed because the modes of the theory are secretly the modes over the Minkowski background with time-independent frequencies. This means TCC no longer poses any issue here!

This all appears to be encouraging, but we cannot declare victory and go home, take-off the mask and take a shower, yet.
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Why is finding de Sitter space in string theory a hard problem?

The first and the foremost question is to solve the time-dependent EOMs, which are the supergravity EOMs in the presence of all possible quantum corrections. This, by itself, is challenging but it appears that, with time-dependent degrees of freedom, we can do it.

The EOMs however can only provide a local picture, but the existence of a solution, or even the Glauber-Sudarshan state, relies heavily on global constraints too. The global constraints come from flux quantizations, anomaly cancellations, moduli stabilization etc.
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Due to many reasons, the solution is most succinctly expressed as a Glauber-Sudarshan state over a supersymmetric Minkowski background.

In this language, the EOMs discussed earlier appear as Schwinger-Dyson equations. The coherent state by itself is generated by displacing an interacting vacuum by the displacement operator.
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## THANK YOU FOR YOUR ATTENTION!


[^0]:    We will start by showing under what condition the IIB metric becomes a solution in string theory, in the process maybe the two questions can be answered.

