Banff International
Research Station
Proceedings 2010







Contents

Five-day Workshop Reports 1
1 Mathematics and physics of polymer entanglement: Emergig concepts and biomedical appli-
cations (10w5100) 3
2 Multi-scale Stochastic Modeling of Cell Dynamics (10w50%) 14
3 Theory and Applications of Matrices Described by Patterng10w5024) 26
4 Branching random walks and searching in trees (10w5085) 38
5 Small scale hydrodynamics: microfluidics and thin films (1&v5035) a7
6 Convex Algebraic Geometry (10w5007) 58
7 Randomization, Relaxation, and Complexity (10w5119) 70
8 (0,2) Mirror Symmetry and Heterotic Gromov-Witten Invari ants (10w5047) 81
9 Quasi-isometric rigidity in low dimensional topology (1Gv5051) 20
10 Geometric Scattering Theory and Applications (10w5106) 103
11 Volume Inequalities (10w5114) 111
12 Coordinated Mathematical Modeling of Internal Waves (1&v5083) 114
13 Generalized complex and holomorphic Poisson geometry@iv5072) 126
14 Optimal transportation and applications (10w5025) 135
15 Character Varieties in the Geometry and Topology of Low-d@mensional Manifolds (10w5094) 148
16 Creative Writing in Mathematics and Science (10w5057) %
17 Functional Data Analysis: Future Directions (10w5027) 159
18 Inverse Transport Theory and Tomography (10w5063) 166
19 Self-Assembly of Block Copolymers: Theoretical Modelsrad Mathematical Challenges (10w5105)172
20 Diophantine Approximation and Analytic Number Theory: A Tribute to Cam Stewart (10w5032)187
21 Whittaker Functions, Crystal Bases, and Quantum Groups 10w5096) 193
22 Inclusive fitness in evolutionary modeling (10w5017) 201



23 Evolutionary Games (10w5020) 213
24 Geometric Analysis and General Relativity (10w5011) 223
25 Noncommutative Lp spaces, Operator spaces and Applicatis (10w5005) 231
26 Structure and representations of exceptional groups (M5039) 239
27 Statistical issues relevant to significance of discoverjaims (10w5068) 246
28 Statistical Genomics in Biomedical Research (10w5076) 257
29 Computational Complexity (10w5028) 270
30 Multivariate Operator Theory (10w5081) 282
31 Extreme events in climate and weather an interdiscipliney workshop (10w5016) 295
32 Rate-independent systems: Modeling, Analysis, and Cormpations (10w5075) 304
33 Test problems for the theory of finite dimensional algebra (10w5069) 316
34 Classification of amenable C*-algebras (10w5092) 332
35 Linking neural dynamics and coding: correlations, synchony, and information (10w5102) 339
36 New Perspectives in Univariate and Multivariate Orthogmal Polynomials (10w5061) 353
37 Front propagation in heterogeneous media: mathematicahumerical, and statistical issues in
modelling a forest fire front (10w5077) 365
38 Control and Optimization with Differential-Algebraic C onstraints (10w5029) 373
39 Integrable and stochastic Laplacian growth in modern mahematical physics (10w5019) 381
40 Nonstandard Discretizations for Fluid Flows (10w5041) 391
Two-day Workshop Reports 405
41 Cascades topology (10w2165) 407
42 Ted Lewis Workshop on SNAP Math Fairs in 2010 (10w2161) 410
43 Alberta Number Theory Days — L-functions (10w2162) 412
44 PIMS Mathematical and Statistical Graduate Education Raindtable (10w2062) 418
45 New geometric and numeric tools for the analysis of diffegntial equations (10w2134) 429
46 Information processing, rational beliefs and social inéraction (10w2133) 435
47 Hierarchical Bayesian Methods in Ecology (10w2170) 440
48 Operator Algebras and Representation Theory: Frames, Weelets and Fractals (10w2163) 445

49

Canadian Math Kangaroo Contest Workshop (10w2174) 449



Focused Research Group Reports 455

50 Hyperbolicity in the symplectic category (10frg147) 457
51 Theory of Rotating Machines (10frg138) 461
52 Sparse pseudorandom objects (10frg131) 465
53 The Mathematical Genesis of the Phenomenon called 1/f rs@ (10frg132) 471
54 Discrete Probability (10frg155) 477
55 Cortical Spreading Depression and Related Phenomena ({t§116) 480
Research in Teams Reports 485

56 Convergence of loop-erased random walk to SLE(2) in the tiaral parametrization (10rit143) 487

57 Theory of Functions of Noncommuting Variables and Its Apgications (10rit141) 493
58 Local-global principles for etale cohomology (10rit149 499
59 H-holomorphic maps in symplectic manifolds (10rit146) 503

60 Boundary problems for the second order elliptic equatios with rough coefficients (10rit135) 507

61 Alexandrov Geometry (10rit151) 511
62 Borel measurable functionals on measure algebras (101i56) 513
63 Analytic index theory (10rit136) 518
64 Subordination Problems Related to Free Probability (10it159) 522
65 Research in photonics: modeling, analysis, and optimizian (10rit160) 527

66 Derived Category Methods in Commutative Algebra 1l (10rit158) 530






Five-day
Workshop
Reports



Five-day Workshop Reports



Chapter 1

Mathematics and physics of polymer
entanglement. Emerging concepts and
biomedical applications (10w5100)

Jan 10 - Jan 15, 2010

Organizer(s): Eric Rawdon (University of Saint Thomas), Hue Sun Chan (©rsity of
Toronto), Christine Soteros (University of Saskatchewawhn Zechiedrich (Baylor Col-
lege of Medicine)

Introduction

This workshop focused on the mathematics associated wigihray of cutting edge problems at the interface
between the mathematical, physical, and biological seienin particular, the researchers targeted questions
from work arising from molecular biology studies of DNA anther biopolymers for which an interdisci-
plinary approach could yield unique insights.

In the last decade or so, tremendous advances in the unudirgjaof DNA behavior, including the ef-
fects of (i) storage (in viral capsids, eukaryotic nucleibacterial cells), (ii) entanglement (knots and links),
(iii) replication, (iv) transcription into RNA, and (v) regir and recombination (including site-specific and
general), have been made at the hands of researchers waitkimg interface of mathematics, biology, and
physics. Not only has the understanding of DNA as a biopohadeanced rapidly, but emerging concepts
have reached beyond the scope of DNA to a general understpofithe previously little-explored basic rela-
tionship between the local geometry of chain juxtaposiéind global topology in polymer chains. Numerical
simulations of lattice models as well as continuum freelyed and wormlike chain models demonstrated
convincingly that the degree of ‘hookedness’ of an obsetwedl juxtaposition correlates well with global
topological complexity and the likelihood that a topoisoase-like segment passage at the given juxtaposi-
tion would disentangle. This is a new paradigm opening upynaaenues of computational and experimental
research.

Moreover, these novel numerical results also serve to siggeealth of questions and conjectures that
may be fruitfully addressed by field theory arguments fromigits and by rigorous mathematics. Indeed,
during the same time, we have noted a drastic increase irrdlaesjpn in the language of biologists, with their
incorporation of such important concepts as ‘conjectuhgpothesis’, and ‘theory’ following the traditional
mathematical usage. An improved understanding of the lagesiof each of the three disciplines improves
the communication, and as such, the understanding of eheh tncreasing the awareness of mathematicians
to (i) the complexity of the biological problems, as well @sthe cutting edge research results, even before
they are published, facilitates an increased understgrafihiopolymers, a primary goal of this workshop.
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In the past, there have been efforts (such as the 2007 BIRBstwmp 07w5095, The Mathematics of
Knotting and Linking in Polymer Physics and Molecular Bigy) to bring together researchers in these ar-
eas. Our goal was to include more Biologists/Experimestathan before. As a result, this was the first
opportunity for many of the invitees from different disdi@s to meet each other. Thus the workshop en-
abled the advancement of existing collaborations at thegfate between Biology, Mathematics and Physics
and encouraged the development of new ones. The conferax#amely for an additional important rea-
son. Research funding for the pure mathematical and pHysi@nces has decreased recently. However,
together with this troubling trend, there is an increaseiimding opportunities for mathematicians and physi-
cists working at the interface of the biological scienceshpps particularly in regard to medically relevant
research.

Rich in important problems only answerable with an interigiinary approach, the study of DNA poly-
mer science has had extraordinary successes quite reagitiithe vast majority of these occurring at the
interface of disciplines. Bringing a cadre of researchavskimg at the interface of polymer science to the
Banff International Research Station for Mathematicablvation and Discovery provided the opportunity to
bridge these fields.

Presentations

A total of 35 researchers from Biology (12), Chemistry (1Ny8ics (7), Computer Science (1), and Mathe-
matics (14) attended the meeting. This group was quite skivérhe participants had a mixture of experience,
from grad students through senior professors; came fronde-wariety of institutions, from teaching col-
leges to research-intensive universities, medical sshaold government research institutes; and represented
eight different countries.

The workshop had 28 presentations representing a wide bioidyeodisciplinary research on the DNA
polymer. These can be categorized into roughly five areadinkipg number and supercoiling in DNA,
2) modeling polymers and entanglement; 3) confinement &ffdd length effects; and 5) DNA sequence-
specific effects and DNA replication factories. We introeeach of these topics and then discuss the presen-
tations

Linking number and supercoiling in DNA

Recent emerging results have been made in all atom simusatibDNA. Whereas coarse-grained models
have been extremely useful for understanding polymer behéer example, knotting, linking, and in gen-
eral how they are packed into small spaces), the next sdrgggestions must begin to include the surprising
way that the change in linking numbeérk, is manifested in DNA. The observed bimodal response of DNA
to Lk shows complete collapse of the DNA helix in sequence-depeiridcalized regions of the biopolymer
with a concomitant relaxation back to B-form DNA in the re$ttloe biopolymer. At the same time, for
the overwound helix, elastic polymer rod models work pdtjewell. Mathematically and physically, this
means, at least in the helix unwinding direction, that theuawptions of elastic rod theory are wrong and
suggests that perhaps an asymmetric torsional potentidtvi@ physically more appropriate.

The workshop contained five talks on this subject.

Jonathan Fogg (Baylor College of Medicine, USA) spokesapercoiling in DNA minicircles: To get the
big picture, think smallDNA supercoiling has a dramatic effect on its function.dad, for many biological
processes a distinct threshold of supercoiling must beheshbefore the reaction can occur. Although the
global conformational changes that occur as a result ofrsopiag are reasonably well understood, relatively
little is known about the consequences of DNA supercoilingree local level. These sequence-specific con-
formational changes must surely dictate how proteins neieegand metabolize DNA. Even the largest DNA
binding proteins are very small relative to chromosomallasmid DNA and are, therefore, unable to sense
global DNA topology. Fogg, with his research group, develband utilized a protocol to produce milligram
quantities of supercoiled minicircle DNA, as small as 256épairs (bp). Individual topoisomers were iso-
lated ranging fronv = +0.08 to —0.19. Their supercoiled minicircle substrates provide a uniimseht
into the local DNA structure of supercoiled DNA and how tligécognized and manipulated by enzymes.
Several unexpected aspects of supercoiled DNA were revé&ala their studies of DNA minicircles. They
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discovered that the addition or subtraction of three bags pas a profound effect on the gel electrophoretic
mobility of small DNA circles. The topoisomers of a 336 bp mircle display a very regular pattern of
electrophoretic mobility. When they generated topoisaeéi333 bp and 339 bp minicircles, however, sev-
eral of these minicircles show unexpected electrophobeti@mvior. They also discovered a topoisomer that
appears to flip between open and writhed conformations,takime “frustrated” minicircles detected in their
computational simulations. Notably, they found that pgesly supercoiled minicircles have a much higher
propensity to writhe than negatively supercoiled minieisc even in the absence of added divalent metal
ions. In contrast, limited writhe was observed for negdyigepercoiled minicircles in the absence of added
divalent metal ions, demonstrating the importance of ebstatic effects on DNA structure. Many models
of DNA elasticity incorrectly assume that positively supmted DNA is equal and opposite to negatively
supercoiled DNA. Their findings prove there is a distinctrasyetry.

Sarah Harris (University of Leeds, England) spokeG@wmputer Simulations of DNA Supercoiling at
the Atomic Level The discovery of the structure of duplex DNA revealed hollscgtore genetic informa-
tion. However, researchers are far from understanding thie rmomplex biological question of how this
information is regulated and processed by the cell. DNA logypand supercoiling is known to affect DNA
transcription as changes in topology affect DNA conforomtiand can thereby modify the interaction be-
tween regulatory DNA-binding proteins and their targedsitSmall DNA circles offer a controllable model
system for the systematic exploration of the dependencé\# Eiructure on supercoiling. Harris’s research
group uses computer simulation to explore the supercedigygendent conformation of small DNA circles,
in particular their writhe, and how this is affected by sugoéling, salt concentration, DNA sequence and the
size of the circles. The calculations use atomistic mokacdynamics simulation, and employ both implicit
and explicit solvent models. They have been systematitadlyng their computational models against exper-
imental data for small circles of between 65 and 214 bp. Tl lalso been investigating the supercoiling-
dependent binding of a 3rd DNA strand (triplex formationgttarget site within a writhed DNA circle for
comparison with experimental data. These preliminaryutatons are designed to explore the thermody-
namics of supercoiling-dependent binding, and use trifdemation as a model system for exploring the
importance of supercoiling in DNA recognition in general.

Steve Levene (University of Texas at Dallas, USA) spokéoop-mediated regulation by lac repressor:
does DNA supercoiling play a rolefteractions ofE. coli lac repressor (Lacl) with a pair of operator sites
on the same DNA molecule can lead to the formation of loopedemprotein complexes both vitro and
in vivo. The lac system is a major paradigm for loop-mediated gemigaon in prokaryotic cells; however,
the complex interplay between DNA topology, modulation bfanosome topology by architectural-DNA
binding proteins, and loop-mediated regulation remainrlyaanderstood. Levene discussed the effects of
DNA supercoiling on Lacl mediated loopimg vitro investigated by a combination of fluorescence resonance
energy transfer studies, semi-analytical DNA elasticéicualations, and Monte Carlo simulation.

David Levens (Center for Cancer Research NIH, USA) spok&enome-wide functional correlation
between transcription, DNA conformation and topolodyis group is investigating the role of dynamic
supercoiling in the regulation of gene expression and DMécstirein vivoandin vitro. They have developed
a method to map unpaired bases across the genome usingiypotg&esmanganate. Besides the expected
signature of transcription bubbles at promoters, othesgif non-B-DNA occurring outside of genes were
often sensitive to transcription inhibition, suggestingrag-distance coupling between transcription and DNA
conformation via transmission of mechanical stress (dyoaumpercoils). Such stress is generated as DNA
is threaded through the RNA polymerase active site and gtpd to remote sequences. Supercoil sensitive
unusual DNA structures may contribute to the real-time-ssgdiulation of many genes. Previously his group
has demonstrated the existence and measured the magriisiddaynamical supercoiis vivo. Now, they
have developed an approach to build a genome-scale map ofddpércoiling using psoralen intercalation
as a probe. The map shows that negative supercoiling oftgragates to or beyond 2 kilobase (kb) upstream
of active promoters. This supercoiling contributes to therfation of a variety of non-B DNAs, including
quadruplex and Z-DNA. These non-B DNA structures may begeized by proteins and contribute to a
variety of control mechanisms. Overlaying the maps of DNpesgoiling and conformation with tha vivo
binding sites of structure-sensitive transcription fast@s well as sites of topoisomerase | and Il action may
reveal new modes of transcriptional regulation on a globales

Lynn Zechiedrich (Baylor College of Medicine, USA) spoke®upercoiled minicircles as gene therapy
vectors To study DNA supercoiling and DNA topoisomerases, Zeatib group created a way to make
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milligram quantities of minicircle DNAs of a few hundred legzairs. These DNAs have been extremely use-
ful for this purpose and Fogg also discussed this work. Z&shith presented data showing that supercoiled
minicircles are superior vectors for delivering DNA intorhan cell types that no other DNA vector has been
previously able to penetrate. In cells, DNA sequence isstdbed from these minicircles into small RNAs
that regulate gene expression. Even small genes can bessggdrieom supercoiled minicircles. Supercoiled
minicircles resist sheer forces associated with gene plyatalivery and are significantly less susceptible to
the nucleases in human serum than normal plasmid DNA veofadew thousand base pairs. These data
show that supercoiled minicircles are a promising new topgene delivery.

Modeling polymers and entanglement

Developing and analyzing models of polymer and biopolynmtaeglements is a multistage and interdisci-
plinary process. In order to be able to make direct quai@bmparisons with experiment, often polymer
models must be highly complex and studied primarily by cotepsimulation. Such models are less likely
to be mathematically tractable, however, and hence it © affiien useful to investigate simplified polymer
models with the goal of making qualitative comparisons veiXfperiment. At the same time, defining and
characterizing the nature of “entanglements” can raisestipres of a purely mathematical nature. Thus to
understand polymers such as DNA, a combination of efforteisessary. As examples, researchers study
individual polymers moving seemingly at random, such asmiite rods and freely jointed chains, and
collections of polymers, as in the case of chromosome oeig (seen in the confinement section). These
models provide a convenient framework for studying prolsdike the effect of local strand passages and
the clasp conjecture for topoisomerase (i.e. that topoésase Il acts preferentially at clasps). For example,
one might use lattice polygons to study changes in knottsglting from strand passage in certain config-
urations or pass to more topological methods using a tangtiem While researchers agree on what a knot
is, there are subtleties concerning knot types such aslithiaad orientation reversability, which become
more problematic when one studies compositions of knot® Krtot tables only tell part of the story, dis-
regarding many of the properties of the actual configuratishich become quite important in the physical
world. These configurations hold other secrets as well, gnt@s shared by all knotted configurations, such
as quadrisecants, which can be studied using a combindtgeometric and topological methods.

The workshop contained six talks on this subject.

Yitzhak Rabin (Bar-llan University, Israel) spoke @oupling of Twist and Writhe in Short DNA Rings
While bending and twist can be treated as independent degfé@edom for linear DNA molecules, the loop
closure constraint introduces a coupling between thesablas in circular DNA. Rabin performed Monte
Carlo simulations of worm-like rods with both bending andstwigidity, in order to study the coupling
between the writhe and twist distributions for various DMAdths. He found that for sufficiently short DNA,
the writhe distribution differs significantly from that ohaodel with bending energy only and showed that the
factorization approximation introduced by previous reskars coincides, within numerical accuracy, with
his simulation results. Rabin concluded that the closursstaint is fully accounted for by the White-Fuller
relation.

Hue Sun Chan (University of Toronto, Canada) spokeSetective Segment Passages at Hooked and
Twisted Juxtapositions Consistently Rationalize the Beeating, Unknotting and Supercoil-Tightening Ac-
tions of Type-2 Topoisomeras@he mathematical basis of the hypothesis that type-2 sopoérases recog-
nize and act at specific DNA juxtapositions has been invatgitjby coarse-grained lattice polymer models,
showing that selective segment passages at “hooked” jagitémns can result in dramatic reductions in cate-
nane and knot populations. The lattice modeling approaciovg extended to account for the hallmark
narrowing of variance of linking numbet.§) of DNA circles by type-2 topoisomerases. In general, the
steady-state variance @t resulting from selective segment passages at a specifagasgition geometry
is inversely proportional to the average linking numiér;) ;, of circles with the given juxtaposition. Based
on this formulation, Chan demonstrated that selective segpassages at ‘hooked’ and ‘twisted’ juxtapo-
sitions reduces the variance bk. The dependence of this effect on model DNA circle size isarably
similar to that observed experimentally for type-2 topaigvases, which appear to be less capable in nar-
rowing Lk variance for small DNA circles than for larger DNA circleshi$ behavior is rationalized by a
substantial cancellation of writhe in small circles withokelike juxtapositions. For an extended set of juxta-
positions in their model, Chan’s research group detectgrafsiant correlation between the juxtapositions’
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supercoil simplification potential and their logarithmieaatenating potential as well as their logarithmic
unknotting potential, a trend reminiscent of scaling lieled between corresponding experimental measure-
ments on type-2 topoisomerases from a variety of organi$ims consistent agreements between theory and
experiment their group achieved argue strongly for typegdisomerase action at hook- or twist-like DNA
juxtapositions.

Michael Szafron (University of Saskatchewan, Canada) spok<notting Probabilities Resulting from
a Local Strand Passage in a Knot-typé SAP. Also motivated by understanding the action of type-2
topoisomerases on DNA, Szafron and Soteros have develogelftavoiding polygon (SAP) lattice model
to investigate the effect of random local strand passageseknot-type of a ring polymer. For increasing
SAP sizes, the limiting knot transition probability estiesobtained from Monte Carlo data for this model
were presented. Evidence was provided that these limitimg kansition probabilities depend on the local
juxtaposition at the strand passage site. This evidenceda®sfurther support for the hypothesis (mentioned
above in the work of Chan’s group) that selective segmensgeges according to the local juxtaposition
geometry can reduce knot populations.

Dorothy Buck (Imperial College, England) spoke Twpological Analysis of DNA Knotting and Unknot-
ting, joint work with Ken Baker and Andrew Lobb. Many protein-DNAteractions, such as site-specific
recombination and (type Il) topoisomerase-mediated uttikigpand unlinking, act by cutting and resealing
(double-stranded) DNA segments in a localized way. Theggreatic reactions can be modelled in terms
of tangles, 3-dimensional balls with two properly embeddecs, each representing a segment of DNA.
The action of the protein can be thought of as removing ongléaand replacing it with another, e.g. a
topoisomerase-initiated crossing change as replacing aténgle with a (-1) tangle, leaving the rest of the
DNA unchanged. This replacement can be straightforwarah(dee topoisomerase example above) or quite
complex. Because of the plectonemic supercoiling of DNAtitmal tangles’ (formed by an alternating se-
ries of horizontal and vertical twists) are the most biotadjy relevant. Buck classified all possible rational
tangles that can replace, in any prescribed manner, a gitiemal tangle, thus elucidating all possible protein
mediated localized changes of DNA.

Jason Cantarella (University of Georgia, USA) spokérdrinsic Symmetries of Knots and LinkSiven
a link composed of several circular strands of DNA, each aomept is oriented and uniquely labeled by
its sequence of base pairs. Can these components be redfle@an they switch places? The group of
transformations of this type which can be realized by arojgptf the link is called the “intrinsic” symmetry
group of the link. Cantarella presented the first computatiof the intrinsic symmetry groups of links with
8 and fewer crossings. The traditional definition of the syatmngroup of a link is the mapping class group
MCG(S3, L) of the pairS3, L. The symmetry groups are the images of the traditional sytmyngeoups of
links under the natural homomorphism fraliCG(S?, L) onto M CG(S?) x MCG(L).

Teresita Ramirez-Rosas (Grand Valley State UniversityAl&poke onLooking for a lower bound for
the number of quadrisecantRamirez-Rosas has been interested in finding a lower barrtdé number of
quadrisecants for a polygonal knot in general positioniimgeof its crossing number. Her immediate goal is
to show the following:

2
Conjecture: A knofs with crossing numbetr(K'), has at Ieas% (M) guadrisecants.

Ramirez-Rosas discussed some ideas that might lead us toléiner bound for the number of quadrisecants.
In particular, she talked about one of her results that c3m imeto solve this conjecture: givene K the
number of trisecants with starting or ending pointas at Ieast%.

Confinement effects

In many practical situations of interest, macromoleculesadt have full configurational freedom due to the
constraints of geometric confinement, for example, whewrpets are confined between two parallel planes
as in models of steric stabilization of dispersions or DNAl@cales contained in a capsid. Macromolecules
so confined exhibit significantly different average andvidlial structure in comparison with those in free
environments. Also, effective confining arises in the cdsaacromolecules that have specific hydrophobic
and hydrophilic regions or when regions have restricteddikty or torsion. While, in general, one might
believe that great progress has occurred in understandengtbring, knotting, and winding of polymers,
in fact rather little is known rigorously and many fundanamuestions seem just beyond our grasp, both
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theoretically or via numerical studies. Further effortlisacly needed and promising steps are being taken in
these areas.

The workshop contained five talks on this subject.

Javier Arsuaga (San Francisco State University, USA) spoldodeling of Chromosome Intermingling
by Partially Overlapping Uniform Random Polygqijsint work with Yuanan Diao and Rob Scharein. Dur-
ing the early phase of the cell cycle the eukaryotic genonteganized into chromosome territories. The
geometry of the interface between any two chromosomes remaanatter of debate and may have important
functional consequences. The Interchromosomal Networttain@ntroduced by Branco and Pombo) pro-
poses that territories intermingle along their periphényorder to partially quantify this concept Arsuaga’s
group investigated the probability that two chromosomesmifan unsplittable link. They used the uniform
random polygon (URP) as a crude model for chromosome teastand modeled the interchromosomal net-
work as the common spatial region of two overlapping unifoamdom polygons. This simple model allows
one to derive some rigorous mathematical results as wet asiform computer simulations easily. They
found that the probability that a uniform random polygonearfdthn partially overlaps a fixed polygon is
bounded below by — O(1/+/n). Arsuaga’s group used numerical simulations to estimaeé&pendence of
the linking probability of two uniform random polygons oretamount of overlapping. They propose that this

dependence relation may be modeled ’mf#’lf(lli)) wheree > 0. They used these results to model the data
published by Branco and Pombo and observed that for the anodawerlapping observed experimentally
the URPs have a non-zero probability of forming an unsjligdink.

Rob Scharein (Hypnagogic Software, Canada) spokBamds for the minimum step number of knots
in the simple cubic latticgoint work with K. Ishihara, J. Arsuaga, Y. Diao, K. Shimakaand M. Vazquez.
Knots are found in DNA as well as in proteins, and they havalskewn to be good tools for structural anal-
ysis of these molecules. An important parameter to congidigre artificial construction of these molecules
is the minimum number of monomers needed to make a knot. &chaddressed this problem by charac-
terizing, both analytically and numerically, the minimuemgth (also called minimum step number) needed
to form a particular knot in the simple cubic lattice. His gpés analytical work is based on improvement
of a method introduced by Diao to enumerate conformatiores @ien knot type for a fixed length. This
method allows one to extend the previously known result emtimimum step number of the trefoil kndt
(which is 24) to the knotd; and5; and show that the minimum step numbers for 4heand5; knots are
30 and 34, respectively. Using an independent method basdteBFACF algorithm, Scharein provided a
complete list of numerical estimates (upper bounds) of temum step numbers for prime knots up to ten
crossings, which are improvements over current publisiwederical results. They enumerated all minimum
lattice knots of a given type and partitioned them into @asgefined by BFACF type-0 moves.

Michael Schmid (Baylor College of Medicine, USA) spoke ldaw can DNA get in and out of a virus
capsid? Double stranded DNA phages and viruses encapsidate theangeinto a preformed capsid shell
through one icosahedral vertex, which contains a portaepr@omplex. ATP is consumed, and the DNA is
inserted, probably involving twisting. Extrusion of the BMuring cell or bacterial infection is accomplished
through the same vertex. Schmid’s lab (National Center facimolecular Imaging, Baylor College of
Medicine) has determined the structure of several phagesiamses by cryoelectron microscopy (cryoEM).
This technique aligns and averages thousands of indiviéiDaprojection images in random orientations
to produce a 3D reconstruction of the virus. Recently hishab been able to perform this reconstruction
without applying icosahedral symmetry, thus are able tdiseenique vertex and the other non-icosahedral
features. Clues as to the packing of the DNA include: 1) cotrieshells of DNA spooled around the axis
defined by the unique vertex, 2) a roughly hexagonal packirigjeoDNA helices against each other, 3) the
terminus (last in) of the DNA runs up the axis toward the poemong others. Many questions remain.

Cristian Micheletti (International School for Advancedi8ies, Italy) spoke o€oarse-grained simula-
tions of DNA in confined geometrieBhe packing of DNA inside bacteriophages arguably yidhéssimplest
example of genome organisation in living organisms. Anrnectiindication of how DNA is packaged is pro-
vided by the detected spectrum of knots formed by DNA thairutarised inside the P4 viral capsid. The
experimental results on the knot spectrum of the P4 DNA carobepared to results of coarse-grained sim-
ulation of DNA knotting in confined volumes. Micheletti sted by considering a standard coarse-grained
model for DNA which is known to be capable of reproducing théesit physical aspects of free (uncon-
strained) DNA. Specifically the model accounts for DNA bergiigidity and excluded volume interactions.
By subjecting the model DNA molecules to spatial confinenitamés found that confinement favours chiral
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knots over achiral ones, as found in the P4 experiments. Mewao significant bias of torus over twist
knots was found, contrary to what was found in P4 experimeéxgood consistency with experiment can be
found, instead, upon introducing an additional interatfotential accounting for the tendency of contacting
DNA strands to order as in cholesteric liquid crystals. Tkegreée of localization of the obtained knots was
discussed in connection with the process of genome ejeatibaf the phage.

Alexander Grosberg (New York University, USA) spoke losrge scale organization of DNA in chro-
mosomesRecent experiments confirmed an old theoretical predid¢tiat human genome (and presumably
that of other eukaryotes) on the large scale (above the osmee size) is organized in the form of a crum-
pled fractal globule stabilized by the topological effec@rosberg analyzed the application of the globule
structure as a model for chromosome territories.

Length effects

The typical length of DNA in a cell ranges from thousands afeébpairs in a virus,~ 4 megabase pairs
in bacteria, to~ 3 billion base pairs in mammals or equivalently 10 to 10 million Kuhn lengths. How
does the length of DNA influence its topological and georogtrioperties such as knotting, linking and
supercoiling? Is an organism’s natural length of DNA opfinmaterms of minimizing the possibility of
topological obstructions to vital cellular processes sastreplication and transcription while maximizing
the amount of information that can be stored? In order toesidthis kind of question, theorists investigate
the length dependence of the topological and geometriceptieg of model polymers. For lattice models
of polymers, one can obtain mathematical proofs for thetiimgibehavior of, for example, knotting and
linking probabilities as polymer length goes to infinity. N¥sstablished statistical mechanics and field theory
arguments can also be used to predict the finite length gchihavior of polymer properties such as the
knotting probability or the average squared radius of ggnatDetermining the length scale for which this
scaling behavior is relevant, however, requires computeulations and comparison to experiments. In
general, much work remains on both the theory and experaheitte in order to further bridge the gap.
The mathematical facet of this work brings together topisisg geometers, statisticians, and computational
scientists.

The workshop contained six talks on this subject.

Tetsuo Deguchi (Ochanomizu University, Japan) spokEféective scaling approximations for knotting
probability, topological swelling and the distance dibtition of random knotsDeguchi discussed various
scaling approximations for the probability of random kimgjtand the mean square radius of gyration for
random knots as functions of the number of segments. He afsudiiced an effective scaling formula for
the distribution of the distances between two segments lyigpa. For an illustration, consider knotting
probability. For off-lattice models Deguchi numericallyatuated the probability of random knotting as a
function of the number of nodes. He then found that two tyde#tong formulas are quite effective, one
for describing asymptotic behavior and another one for rilgisg finite-size random knotting probability.
Although the latter formula should be valid for a limited ganof the number of nodes, it has a nice factor-
ization property by which one can predict the probabilitycofnposite knots from those of the constituent
prime knots. Deguchi’s scaling approximations are paldity effective for finite-size random knots and
should be fundamental in application to real ring polyménsesall ring polymers have some finite number
of segments. These results can be compared to experiméhtsriear future.

Bertrand Duplantier (Centre Energie Automique/SaclagnEe) spoke oRartition Function of a Freely-
Jointed Chain in Half-Spagéoint work with Olivier Bernardi and Philippe Nadeau. Whiecturing about
the Physics of Biological Polymers in 2007 at EPFL (Lausanbeaplantier was asked by Andrzej Stasiak
about the statistics of a discrete freely-jointed chairhaned at a plane in three space, and under traction by
a force. This problem is relevant to the description of DNAlentraction and of proteins in translocation
across a membrane. Surprisingly, the calculation of themiaal partition function is non-trivial, and must
be done via a functional recursion over the number of monemehe enumeration of configurations also
involves specific combinatorial aspects, which bring in decompositions, Motzkin paths and bijections to
trees, a long way from the original biological question!

Stu Whittington (University of Toronto, Canada) spokeRattern theorems: What we know and what
we wish we knewPattern theorems are a way to show that certain events wgttuhigh probability, and
were used to show that lattice polygons (a model of ring pesghare knotted with high probability when
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the polygon is large. Over the last twenty years new ways tw@pattern theorems have emerged and
pattern theorems have been proved for new situations. Mgtitin’s talk reviewed the idea behind pattern

theorems and showed how they can be used to prove resultstapological and geometrical entanglement
complexity. In spite of the progress made recently therestiltenany areas where a pattern theorem would
be useful or where a sharper form of a pattern theorem woulel igiproved results. Some of these open
guestions were discussed.

Mahshid Atapour (York University, Canada) spoke Bxrponential Growth of the Number afedge
Linked Clusters irZ* and the Consequences in Entanglement Percolatim animal in the simple cubic
lattice is a finite connected subgrapht. Leta,, be the number (up to translation) ofedge animals in
Z3. In 1967, Klarner proved that,, grows exponentially. Let,, be the number (up to translation) of all
n-edge linked clusters, i.e. subgraph&gfin which the connected components (animals) are (topaddig)c
non-splittable. Atapour explained how it can be proved #hadlso has a finite exponential growth rate. She
also mentioned some of the important consequences of thi#t ie entanglement percolation.

Andrew Rechnitzer (University of British Columbia, Canadgpoke orCounting knotted polygons (nearly)
The Rosenbluth method of simulating self-avoiding walks Ibecome one of the standard methods for study-
ing polymer statistics. The algorithm was originally depd in the 1950s by Hammersley & Morton and
Rosenbluth & Rosenbluth, but suffered from poor convergerikhis changed in the mid 90s with Grass-
berger’s development of a pruned and enriched implementatilled PERM. It was soon followed by multi-
canonical and flat-histogram implementations which hawebi indispensable tools for exploring the criti-
cal behaviour of polymer systems. Combinatorially, onetbark of the Rosenbluth method as a technique of
‘approximate enumeration’ which produces precise esémat the number of conformations of a particular
size and energy. This same method can then be applied to rttaeryoombinatorial problems provided there
is a unique and unambiguous way of constructing the undeylgbjects. Unfortunately, self-avoiding poly-
gons (SAPs) are not such a system. Rechnitzer discussdustisy and described two recent extensions of
the original Rosenbluth algorithm which allow the approatmenumeration of two-dimensional SAPs and
SAPs of fixed knot type in three dimensions in joint work withk8 van Rensburg.

Buks Janse Van Rensburg (York University, Cangsi@listics of knotted lattice polyganBolygons in
the cubic lattice are simple closed curves in three spacénanel well-defined knot types. The number of
lattice polygons of length and knot typeX in the cubic lattice i®,, (K'), where we consider two polygons to
be equivalent under translations in the lattice. For exampkK’ is the unknof), thenp, () = 3, ps(0) = 22,
ps(@) = 207 and so on. Determining, (K) for arbitraryn and knot typesK is a difficult numerical
problem, but the GAS-algorithm can be used for approximatereration ofp,,(K). Janse van Rensburg
presented the results of simulations resulting from coltabons with Rechnitzer to estimate the approximate
values ofp,,(K) for some knot typed(. The scaling ofp,,(K') was discussed, and evidence presented that
Pn(K) ~ AKnO‘*”NKug; whereNk is the number of prime components in the knot typ@nd . is the
growth constant for unknotted polygons. The relative fieggnies of knot types in lattice polygons were also
discussed.

DNA sequence effects and replication factories

The so-called “base-pair step parameters” provide renbéekaredictive powers with regards to the confor-
mation of a DNA polymer. Next approaches should start touidelnot only nearest neighbor effects, but
even next nearest neighbor effects. How to model this madkieaily and computationally is an enormous
yet exciting new challenge. The DNA sequence, of coursdatdis both the structural deformations that
occur as a consequence of underwinding and overwinding RiNAvell as the electrostatics. In addition, the
DNA sequence, as well ask, counterions, and water, all come into play in the formatibthe so-called
“alternative secondary structure of DNA". Researchershaade great inroads into the understanding of
these structures and how important they are for DNA. Mebictile structures that result can cause human
suffering and account for the cause of several importanfairg common human diseases.

Instead of free, unconstrained DNA filling up space in a éelfact the proteins that replicate and tran-
scribe DNA are “fixed” in the cell in what biologists have naivféactories”. During replication, for example,
this means that the DNA moves, at a rate of 100-1000 basegeimnd. In front of the factories, the DNA
will have to be transiently overwound and this overwindisginlikely to be allowed to adopt the geometric
configuration of writhe. White’s adaptation to DNA &f = Tw + Wr, therefore, must be now modeled to
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limit writhe and mathematical considerations of variaamtwist and writhe should aid in the understanding
of this important biological phenomenon. The single doutgéx train track in front of the factory, during
replication has, behind the factory, split into two traiadks with partial gaps on one side and a nick on the
other. The topological interplay between linking numbed aatenation is likely to be governed by math-
ematical and physical principals. Thus replicating DNAdiwes extraordinary structures with tremendous
topological complications, and this is a mechanism desglgria need for improved mathematical modeling.
At the same time, it is the long-established concepts in Ddffotogy and knot theory that have helped guide
the understanding of this remarkable biopolymer. The nma#iies involved includes tangle, braid, knot, link,
and polymer modeling. The study of the characteristics ¢t kquilibrium as well as kinetic aspects of DNA
now include geometric, spatial, and topological facets ey be implicated in these mechanisms as well as
the characteristics of polymers under a variety of solventitions. While these studies require advances in
computational methods to fully illuminate the equilibriggroperties, sufficient information appears already
to be available to inform an understanding of experimeriiakovations.

The workshop contained six talks on this subject.

Wilma Olson (Rutgers University, USA) spoke &motein-mediated DNA looping and gene expression
Making sense of gene regulation in living systems requireteustanding of the looping properties of DNA
in crowded, multi-component systems. The presence of peoiic binding proteins that introduce sharp
bends, localized untwisting, and/or dislocation of the D8i#uble-helical axis, stabilizes functional repres-
sion loops ranging from as few as 65 base pairs to as manyseftérousands of base pairs. As a first step in
the analysis of such looping, Olson’s group investigateddifiects of various proteins on the configurational
properties of fragments of DNA, treating the DNA at the levigbase-pair steps and incorporating the known
effects of various proteins on DNA double-helical struetuThe presentation highlighted some of the new
models and computational techniques that her group hasogiedkto generate the three-dimensional config-
urations of protein-mediated DNA loops and illustrate nagights gained from their work about the effects
of various proteins on DNA topology and the apparent countidms of the non-specific binding proteins to
gene expression.

Phoebe Rice (University of Chicago, USA) spokeStnuctural model for how Sin recombinase exploits
topology Sin is a DNA recombinase belonging to the serine resohasdy. For various biological reasons,
these enzymes convert one large DNA circle into two smaleso To prevent other recombination products,
the system is regulated by a ‘topological filter’ - it is onlgzymatically active when the two partner sites
are brought together in a synaptic complex containing threedomainal supercoiling nodes. Using crystal
structures of individual components, Rice’s group cortded a 3-dimensional model for this synaptic com-
plex. They also used biochemical assays to address thésdefthiow this catalytic regulation is enforced.
Rice presented preliminary data showing that a differeribegesolvase, Tn3, uses different protein-DNA
interactions to construct a regulatory complex with thes&MNA topology.

Georgi Muskhelishivili (Jacobs University, Germany) spanGeneral organisational principles of the
transcriptional regulation system: a tree or a circléhe fundamental problem in attempting a holistic de-
scription of the transcriptional regulation system is of atihmdological nature and lies in the necessity of
integrating the systemic and structural-molecular vieRgcent advances of systemic approaches to gene
expression provide unforeseen opportunities for relagixtgnsive datasets describing the transcriptional reg-
ulation system as a whole. However, due to the multifacesedra of the phenomenon, these datasets often
contain logically distinct types of information determéhley the underlying approach and adopted method-
ology of data analysis. Consequently, to integrate thesetédacomprising information on the states of chro-
matin structure, transcriptional regulatory network aetlutar metabolism, a novel methodology enabling
interconversion of logically distinct types of informatics required. Muskhelishivili provided a holistic con-
ceptual framework for the analysis of the global transaiml regulation as a system coordinated by the
structural coupling between the transcription machiney@NA topology, acting as interdependent sensors
and determinants of metabolic functions. In this operatilgrclosed system any transition in physiological
state represents an emergent property determined by shéftsictural coupling, whereas genetic regulation
acts as a genuine device converting one logical type ofimédion into the other.

Jue D. Wang (Baylor College of Medicine, USA) spoke@umorientation of Replication and Transcrip-
tion Preserves Genome Integrityn many bacteria, there is a genome-wide bias towards ieovation of
replication and transcription, with essential and/or higgxpressed genes further enriched co-directionally.
Wang'’s group previously found that reversing this bias ia lfacterium Bacillus subtilis slows replication
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elongation, and proposed that this effect contributesecetiolutionary pressure selecting the transcription-
replication co-orientation bias. This selection mighté&een based purely on selection for speedy repli-
cation; alternatively, the slowed replication might adijuaepresent an average of individual replication-
disruption events, each of which is counter-selected iaddpntly because genome integrity is selected.
To differentiate these possibilities and define the prefmsees driving this aspect of genome organization,
Wang’s group generated new strains with inversions eitlier &/4 of the chromosome or at ribosomal RNA
(rRNA) operons. Applying mathematical analysis to genomicroarray snapshots, they found that replica-
tion rates vary dramatically within the inverted genomeplRation is moderately impeded throughout the
inverted region, which results in small but significant catifive disadvantage in minimal medium. Impor-
tantly, replication is strongly obstructed at inverted ¥RMci in rich medium. This obstruction results in
disruption of DNA replication, activation of DNA damage pesise, loss of genomic integrity and cell death.
Wang'’s results strongly suggest that preservation of geniotegrity drives the evolution of co-orientation
of replication and transcription, a conserved feature obgee organization.

Tim Hughes (University of Toronto, Canada) spokeHigh nucleosome occupancy is encoded at hu-
man regulatory sequenceActive eukaryotic regulatory sites are characterizedigrochromatin, and yeast
promoters and transcription factor binding sites (TFBggically have low intrinsic nucleosome occupancy,
i.e. these sequences are disfavored when naked DNA andhdistdiamers are assembiedvitro. Hughes
showed that in contrast to yeast, DNA at human promotersaresgrs, and TFBSs generally encodes high
intrinsic nucleosome occupancy. In most cases his groumieeal, these elements also have high experi-
mentally measured nucleosome occupaincyivo. These regions typically have high G+C content, which
correlates positively with intrinsic nucleosome occupapeesumably due to high bend, twist, tip etc. param-
eters, as well as reduced probability of rigid, nucleos@xeuding polyA-like sequences. Hughes proposed
that high nucleosome affinity is directly encoded at reguiasequences in the human genome to restrict
access to regulatory information that will ultimately bdizéd in only a subset of differentiated cells. He
also proposed that nucleosomes may play direct roles iruthaibn of active enhancers. Their findings also
present a functional consequence of variation in base nbtitat is observed at diverse scales in eukaryotic
genomes.

Wei Yang (NIH, USA) spoke orLessons learnt from a DNA helicase UvrBlow do molecular mo-
tors convert chemical energy to mechanical work? Helicaselsnucleic acids offer simple motor systems
for extensive biochemical and biophysical analyses. Atorasolution structures of UvrD-like helicases
complexed with DNA in the presence of AMPPNP, ADPPI, and Péead several salient points that aid un-
derstanding mechano-chemical coupling. Each ATPase cyciges two motor-domains to rotationally close
and open. At a minimum, two motor-track contact points oéralating tight and loose attachment convert
domain rotations to uni-directional movement. A motor isspd for action only when fully in contact with
its track and, if applicable, working against a load. Thewotation of domain rotation relative to the track
determines whether the movementis linear, spiral or circllotors powered by ATPases likely deliver each
power stroke in two parts, before and after ATP hydrolysis.

Conclusion

The workshop was designed to intentionally maximize redairéeractions among the diverse participants.
On the last day of the workshop, we held a short meeting toegatifack on the format and the participants
were asked what they liked, what they might change, whetheotthey learned anything new, and whether
they will start new collaborations from the meeting.

Some of the comments about the meeting included:

“I talked to several biologists in a more detailed way thamahy meetings.”

“I have attended quite a few conferences covering matdvallies at the interface between mathematics
and other sciences; this conference was far and away the ithéhe most communication between fields.
The talks were very accessible and it was clear that ideas garuinely flowing between disciplines.”

“I think it was very successful in general and inspired mespeally to think about applications of maths
to genetic regulation.”

“The meeting had the right balance between the various camti@si and, in my view, all speakers were
able to communicate effectively their research to an awdievith a very mixed background.”
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In the weeks that have followed since our meeting, we therdzgas continue to receive notice of one
of our speakers visiting the country or laboratory of angthteractions that might never have taken place
without the extraordinary opportunity afforded by BIRS.
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Overview of the Field

A cellular network can be modelled mathematically usingi@ples of chemical kinetics. These are par-
ticularly useful for studying the dynamic aspects of cellstsas gene transcription, translation, regulation,
and protein-protein interactions. Due to a large numberavdmeters, variables and constraints in cellular
networks, numerical and computational techniques are ofeeessary. The development of computational
approaches and analytical results to understand thesenilypaocesses is essential for the elucidation of
cellular mechanisms. An increasing number of scientistswaorking to improve these approaches and to
create, refine and test dynamical models in order to acdynagfect observations, and acquire predictive
explanatory power.

Atthe cellular level, chemical dynamics are often domiddtg the action of regulatory molecules present
at levels of only a few copies per cell. Intrinsic noise duestedom fluctuations of these components appears
to have significant consequences: the observed largeieariatmorphology, rates of development, physio-
logical responses in a cell often lead to a randomizatiorhehptypic outcomes and non-genetic population
heterogeneity. Hence, stochastic modeling of the molecylaamics within a cell is necessary in order to
fully describe a set of expected outcomes. In many case®lfdical interest some of the chemical species
in the network are present in much lower abundance than ©#raf the reaction rate constants can vary
over several orders of magnitude. This implies that stahdancentration scaling of stochastic models in
assessing chemical dynamics does not provide a good repa&ee of the behavior of the system, and that
development of stochastic models on multiple scales isssecg.

Recent Developments and Open Problems

Cellular pathways involve many different molecular speciehich are interconnected by an even larger
number of chemical reactions, which poses a complex awalyproblem. For prediction and simulation
purposes, it is essential to reduce both the modeling angutational complexity of the problem, while
still capturing all the essential characteristics and bielaf such a network. This has recently stimulated
the development and analysis of stochastic models for kimital networks and dynamics with multiple
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scales. A rigorous approach to this problem poses manyestiag and challenging mathematical questions.
Mathematical approaches can contribute directly to sabtweesof these problems in the following ways:

a. Numerous simulation algorithms are currently being gpes for stochastic reaction systems on
different time scales. The error of such simulations hasyebtbeen fully explored, nor have the results
from stochastic theory for systems on multiple scales belytilized to improve the development of such
computational efforts.

b. Experimentalists are exploring the effect of stochastizhanisms on the stability and robustness of
components of these complex pathways. They are hoping erabthe effects that the dynamical properties
of the system have on noise transmission, its amplificatrashamping, as well as whether some molecular
systems may have evolved to use the stochasticity to itsmaaya. Fluctuation methods and stochastic
dynamics may be combined to yield analytical answers to sufrtteese questions.

¢. Recent advances in single cell measurement techniqwesyfedded a wealth of new data which are
being mined for important biological content. The tempaiata are observations from stochastic dynamical
systems, and statistical methods for stochastic proceasdselp extract some relevant parameters and make
predictions for the behavior of the system.

Presentation Highlights

Presentations covered a wide range of mathematical, thiegdrend computational issues in systems biology
modeling, focusing in particular on stochastic and mudtiséssues. In order of discussion -

Des Higham: Discrete versus Continuous in Simple Gene Reg@ilon Models

Markov jump processes can provide accurate models in maiicapons, notably chemical and biochemical
kinetics, and population dynamics. Stochastic diffeadr@guations offer a computationally effcient way to
approximate these processes. Itis therefore of interestédlish results that shed light on the extent to which
the jump and diffusion models agree. This talk focused onmiéing time behaviour in a thermodynamic
limit, with examples of three simple types of reaction wharalytical results can be derived, and where
we found that the match between mean hitting time behavidhe@fwo models is vastly different in each
case. Furthermore, we stress that in many examples theie gsiarantee that the diffusion model stays
non-negative.Thus, care must be exercised when usingsiiffunodels for reaction systems. ([1])

Jin Wang: Potential and Flux Landscape Framework for Underdanding Stability and Robustness of
Cellular Network

Studying the cell cycle process is crucial for understagdiell growth, proliferation, development, and
death. We uncovered some key factors in determining theaglaustness and function of the budding
yeast cell cycle by exploring the underlying landscape amnddf this nonequilibrium network. The dynam-
ics of the system is determined by both the landscape whicdcé the system down to the oscillation orbit
and the curl flux which drives the periodic motion on the rifidpis global structure of landscape is crucial
for the coherent cell cycle dynamics and function. The topphy of the underlying landscape, specifically
the barrier height separating basins of attractions, deniaes the capability of changing from one part of
the system to another. This quantifies the stability and soiass of the system. We studied how barrier
height is influenced by environmental fluctuations and pbettions on specific wirings of the cell cycle net-
work. When the fluctuations increase, the barrier heightesieses and the period and amplitude of cell cycle
oscillation is more dispersed and less coherent. The qunekng dissipation of the system quantitatively
measured by the entropy production rate increases. Thikeishat the system is less stable under fluctua-
tions. In this talk we identify some key structural eleméotswirings of the cell cycle network responsible
for the change of the barrier height and therefore the gletadility of the system through the sensitivity
analysis. We show results are in agreement with recent empets and also provide new predictions. ([2])
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Ted Perkins: Trajectory inference for stochastic chemicakinetic models

Continuous-time Markov chains are used to model systemé&icharansitions between states as well as the
time the system spends in each state are random. Many cadtiiopatgproblems related to such chains have
been solved, including determining state distributions mction of time, parameter estimation, and control.
However, the problem of inferring most likely trajectori@ghere a trajectory is a sequence of states as well
as the amount of time spent in each state, appears unsolvedtudied three versions of this problem: (i)
an initial value problem, in which an initial state is givamdave seek the most likely trajectory until a given
final time, (ii) a boundary value problem, in which initialéfinal states and times are given, and we seek the
most likely trajectory connecting them, and (iii) trajestanference under partial observability, analogous
to finding maximum likelihood trajectories for hidden Mavkmodels. In this talk we show that maximum
likelihood trajectories are not always well-defined, andalibe a polynomial time test for well-definedness.
When well-definedness holds, we show that each of the thi@ggms can be solved in polynomial time,
and we develop efficient dynamic programming algorithmgifaing so. ([3])

Ruth Williams: Coupled enzymatic degradation of proteins

A major challenge for systems biology is to deduce the mdégdateractions that underly correlations ob-
served between concentrations of different intracellatecules. While direct explanations such as coupled
transcription/translation or direct protein-proteingractions are often considered, potential indirect s@urce
of coupling have received much less attention. In this talikill report on an investigation involving both
theory and experiment of how correlations can arise gealgrirom a post-translational coupling mecha-
nism involving the processing of multiple protein specigsabcommon enzyme. In this talk we show how
the model can be posed in framework of multiclass queueistesys, and how we obtained the correlation
of the stationary distribution for the protein species.

Samuel Kou: Multi-resolution inference of stochastic modés from partially observed data

Inferring parameter values for diffusion models from dataften complicated by the fact that the underlying
stochastic process is only partially observed. Likelihbaded inference faces the difficulty that likelihood
is usually not available even numerically. Conventiongbrapch discretizes the stochastic model to ap-
proximate the likelihood. In order to have desirable accyrane has to use highly dense discretization.
However, this usually imposes unbearable computationdsurth this talk we will introduce the framework
of Bayesian multi-resolution inference to address thifialifty. By working on different resolution (dis-
cretization) levels simultaneously and by letting the hesons talk to each other, we improve not only the
computational efficiency, but also estimation accuracy.ilWstrate our approach by examples.

Matthew Scott: Modeling intrinsic noise in continuous sysems

In this talk | will consider systems that involve both reac and spatial transport, treating chemical species
at different locations as different species types. | wilaliss recent work using an analytic approximation
method to derive moments and spatiotemporal correlatiorsystems modeled using a reaction transport
master equation. Our approach obtains moments via Van Kamex@ansion, and uses a Fourier transform
of factorial cumulants in order to obtain spatial correatspectrum.

Di Liu: Numerical methods for stochastic bio-chemical reating networks with multiple time scales

Multiscale and stochastic approaches play a crucial rofaithfully capturing the dynamical features and
making insightful predictions of cellular reacting systemvolving gene expression. Despite their accuracy,
the standard stochastic simulation algorithms are nedbsseefficient for most of the realistic problems
with a multiscale nature characterized by multiple timdesaduced by widely disparate reactions rates. In
this talk, | will discuss some recent progress on using asgtiggechniques for probability theory to simplify
the complex networks and help to design efficient numerdaémes. We compare Nested SSA, multiscale
SSA, and the slow-scale SSA algorithms, and we discuss migthiodynamic adaptation (re-evaluation of
fast/slow classification) in multiscale algorithms. ([4])
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Darren Wilkinson: Bayesian inference for stochastic netweks

In this talk | give an overview of statistical methods for ganeter inference for stochastic kinetic models,
with emphasis on Bayesian approaches and sequentiahlikalifree MCMC, and discuss software. | will
show an example application to stochastic kinetic modgtihp53/Mdm2 oscillations. ([5])

Moises Santillan: Evolution of the distributions for stochastic gene expression subject to negative
feedback regulation

In this talk we discuss a simplification of the master equmfida an adiabatic approximation) and the
numerical solution of the reduced master equation. Theracyguwf this procedure is tested by comparing
its results with analytic solutions (when available) anthv@illespie stochastic simulations. We employ our
approach to study the stochastic expression of a simple gem@rk, which is subject to negative feedback
regulation at the transcriptional level. We consider thftuance of negative feedback on the amplitude of
intrinsic noise, and the relaxation rate of the system podityadistribution function to the steady solution.
Our results suggest the existence of an optimal feedbashgttr that maximizes this relaxation rate. ([6])

Paul Tupper: An Apparent Paradox of State-Dependent Diffuson

We consider an experiment of molecular diffusion on a twoatisional rectangular lattice periodic bound-
ary conditions. This rectangular lattice is partitionetbipanels of equal size that alternate between two
diffusion coefficients, one being twice the value of the athBwvo contrary theoretical predictions of the
motion of the diffusing particle are available. The firstglintion (from stochastic calculus) observes that
the diffusion coefficient influences how much time is spentanh side of the lattice. The second predic-
tion (from statistical mechanics) states that the parsbleuld spend the same amount of time on both sides
of the partition. In this talk we discuss how these preditdidepend on our interpretation of the diffusion
coefficient as we take the limit of discrete systems.

Sayan Mukherjee: Multiscale factor models for molecular néworks

In this talk a factor modeling framework is developed thdiash predictive of phenotypic or response vari-
ation and the inferred factors offer insight with respectitalerlying physical or biological processes. The
method is general and can be applied to a variety of sciemifiblems. We focus on modeling complex

disease phenotypes (etiology of cancer) as a motivatinmpbea In this setting, the factors capture gene
or protein interaction networks at different scales — btiead the interaction network. The method inte-

grates multiscale analysis on graphs and manifolds degdlmpapplied harmonic analysis with sparse factor
models, a mainstay of applied statistics. ([7])

Rachel Kuske: Model choice for mixed mode oscillations: codrence resonance and delay bifurcations

Many neuronal systems and models display a certain classxedlrmode oscillations (MMOS) consisting
of periods of small amplitude oscillations interspersethwpikes. Various models with different underlying
mechanisms have been proposed to generate this type ofibehatochastic versions of these models can
produce similarly looking time series, often with noisévdn mechanisms different from those of the deter-
ministic models. We present a suite of measures which, whplied to the time series, serves to distinguish
models and classify routes to producing MMOs, such as riatheced oscillations or delay bifurcation. By
focusing on the subthreshold oscillations, we analyzeritexspike interval density, trends in the amplitude
and a coherence measure. We develop these measures on gshnapimodel for stellate cells and a phe-
nomenological FitzHugh-Nagumo-type model and apply thametated models. The analysis highlights the
influence of model parameters and reset and return mechainghe context of a novel approach using noise
level to distinguish model types and MMO mechanisms. Ultetyawe indicate how the suite of measures
can be applied to experimental time series to reveal theriyidg dynamical structure, while exploiting
either the intrinsic noise of the system or tunable extcimgise. ([8])
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David Anderson: Simulation methods for stochastically moéled population processes

While exact simulation methods exist for discrete-stotibasodels of biochemical reaction networks, they
are often times too inefficient for use because the numbeasropaitations scales linearly with the number of
reaction events; thus, approximate algorithms have beeglaleed. However, stochastically modeled reac-
tion networks often have "natural scales” and it is crudmttthese be accounted for when developing and
analyzing numerical approximation methods. | will showttb@nducting such a non-standard error analy-
sis leads to fundamentally different conclusions than iprevanalyses. Another option for approximating
discrete-stochastic models of chemical reaction netwigrtcsuse a diffusion approximation. However, even
in the regimes where such an approximation is preferabllegaliscrete numerical approximation methods,
itis now necessary to approximate the diffusion procesthdrsecond portion of my talk | will show how the
special structure of chemical reaction networks can b&etilto develop an efficient and easy to implement
method that is second order accurate in the weak sense fod#ficsion processes. ([9],[10])

Eldon Emberly: A mechanism for polar protein localization in bacteria

We discuss a model for the cell cycle in the asymmetricalyditng bacteria Caulobacter Crescentus. We
are interested in how polar localization of PopZ proteinuefices the biochemical calculations that bacteria
need to perform cell differentiation.

John Fricks: Modeling Neck Linker Extension in Kinesin Molecular Motors

The kinesin molecular motor family takes a single 8 nanomstiep forward for each ATP hydrolyzed
except in rare cases. Recent experiments have demonstnatédle steps including frequent back steps
may be possible if the necklinker connecting the heads okitesin are extended. In this talk | will present
a detailed intra-step model of kinesin stepping which afidar multiple steps and show that asymptotic
guantities can be calculated usinga combination of liméiotiems for semi-Markov processes and matrix
analytic techniques for Markov chains. ([11])

Hye-Won Kang: The optimal size for space discretization forchemical reaction-diffusion networks

In this talk, | will discuss how to discretize space for thecstastic spatially-discrete model for chemi-
cal reaction-diffusion networks. A system with reactio afiffusion is modeled using a continuous time
Markov jump process. Diffusion is described as a jump to #ighboring compartments with proper spatial
discretization. Considering stationary mean and variafi@ach species in each compartment, the optimal
size for spatial discretization will be suggested. | wilbshconditions for the exponential convergence to
the uniform solution in the corresponding deterministiatgdly-continuous model for chemical reaction-
diffusion networks. Conditions obtained from the detelistio model approximate criteria for the optimal
size for space discretization from the stochastic model wel

Peter Pfaffelhuber: Spatial aspects of multiscale chemidaeaction networks

In modeling interactions between different types of molacapecies in a population one often makes the
assumption that the system is "well mixed”. This is reflediedhe fact that the rate at which reactions
between species occur is proportional the overall numberach of the species types that are needed as
inputs for the reaction. Intuitively this assumption isremt if molecular transport is "much faster” than the
interactions. When molecular transport is not fast enooghgure spatial homogeneity of the system, one
needs to address the role of space in the evolution of theawtaunt of each species in the system. In this
talk we will present a model for a spatially inhomogeneowsey. By making different assumptions on how
fast the molecular transport is relative to the interactjome will derive results for the evolution of the total
amount of each species in the system, and discuss how tHeyfdifm results in a homogeneous system.
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Mads Kaern: A framework for stochastic simulations of gene &pression within evolving heteroge-
neous cell populations

The stochastic dynamics of individual cells typically takace within larger populations that are heteroge-
neous with respect to each individual and evolve with thein intricate dynamics. Noticeably, phenotypic
heterogeneity associated with intrinsic or extrinsic adissingle cells may greatly impact population-level
dynamics. Such couplings can be demonstrated experimensithg engineered gene regulatory networks,
and is expected to have implications in numerous areasmngriggm stem cell differentiation and develop-
ment to drug-resistance within microbial or cancer cellydapons. To facilitate the study of such multi-scale
dynamical problems, we have developed an algorithm thabawes an exact method to simulate molecular-
level fluctations in single cells and a constant-number M&@drlo method to simulate time-dependent statis-
tical characteristics of growing cell populations. To blemark performance, we compare simulation results
with steady-state and time-dependent analytical solstfon several scenarios, including steady-state and
time-dependent gene expression and the effects of celltiralivision, and DNA replication. This com-
parison demonstrates that the algorithm provides an effieied accurate approach to model the effects of
complex biological features on gene expression dynamiadditdnally, we show that the algorithm can
guantitatively reproduce expression dynamics withintedging cell populations during their adaption to
environmental stress, indicating that it provides the feuork suitable for simulating and analyzing real-
istic models of heterogeneous population dynamics comgimolecular-level stochastic reaction kinetics,
relevant physiological details and phenotypic variapil{f12])

Hans Othmer: A Multi-Scale Analysis of Reacting Systems

We discuss theoretical and experimental approaches te thséinct developmental systems that illustrate

how theory can influence experimental work and vice-vers& dhosen systems - Drosophila melanogaster,
bacterial pattern formation, and pigmentation pattertisstrate the fundamental physical processes of sig-
naling, growth and cell division, and cell movement invalvia pattern formation and development. These

systems exemplify the current state of theoretical and rx@atal understanding of how these processes
produce the observed patterns, and illustrate how theateind experimental approaches can interact to
lead to a better understanding of development. We use maikisinalysis of the chemical reaction systems
to obtain analytic approximations for amounts of differeimémical species. ([13])

Greg Rempala: Statistical and Algebraic Methods for Analyang Stochastic Mass Action Kinetics

With the development of new sequencing technologies of moeh@lecular biology, it is increasingly com-
mon to collect time-series data on the abundance of molespkcies encoded within the genomes. This
presentation shall illustrate how such data may be usedféo the parameters as well as the structure of
the biochemical network under mass-action kinetics. Wealgebraic methods as an alternative to conven-
tional hierarchical statistical methods, and carry outvoek inference by deciding which rate constants are
significantly different from zero. ([14])

David McMillen: Bacterial gene expression: modelling and §ome) experiments

Plasmid-borne gene expression systems have found wideaiiqh in the emerging fields of systems biol-
ogy and synthetic biology, where plasmids are used to implegrsimple network architectures, either to test
systems biology hypotheses about issues such as genes&pragise or as a means of exerting artificial
control over a cell’s dynamics. In both these cases, fluerggmroteins are commonly applied as a means of
monitoring the expression of genes in the living cell, arfdré$ have been made to quantify protein expres-
sion levels through fluorescence intensity calibrationtanohonitoring the partitioning of proteins among the
two daughter cells after division; such quantification iportant in formulating the predictive models desired
in systems and synthetic biology research. A potentiahlpitf using plasmid-based gene expression systems
is that the high protein levels associated with expresgimm plasmids can lead to the formation of inclusion
bodies, insoluble aggregates of misfolded, nonfunctipnatieins that will not generate fluorescence output;
proteins caught in these inclusion bodies are thus dark toeicence-based detection methods. Our results
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suggest that computational models using protein numbengedefrom fluorescence measurements should
take these into account, especially when working with rgggdowing cells. ([15])

Peter Swain: Modelling stochasticity in gene expression

Gene expression is a stochastic, or noisy, process. Thig nomes about in two ways. The inherent stochas-
ticity of biochemical processes such as transcription eartstation generates intrinsic noise. In addition, uc-
tuations in the amounts or states of other cellular comptsriead indirectly to variation in the expression of
a particular gene and thus represent extrinsic noise. We gtad simultaneous measurement of two identical
genes per cell enables discrimination of these two typesisen Although the intrinsic stochasticity inherent
in biochemistry is relatively well understood, cellulariadion, or 'noise’, is predominantly generated by in-
teractions of the system of interest with other stochagstesns in the cell or its environment. Such extrinsic
fluctuations are nonspecific, affecting many system commishand have a substantial lifetime, comparable
to the cell cycle (they are 'colored’). Here, we extend tlemdard stochastic simulation algorithm to include
extrinsic fluctuations. On a model that involves all the majeps for transcription and translation, we show
that these fluctuations affect mean protein numbers aridsitmoise, can speed up typical network response
times, and can explain trends in high-throughput measuneneé variation. If extrinsic fluctuations in two
components of the network are correlated, they may comtinstauctively (amplifying each other) or de-
structively (attenuating each other). Our results denratesthat both the timescales of extrinsic fluctuations
and their nonspecificity affect the function and perforneothbiochemical networks. ([16], [17])

Konstantin Mischaikow: Developing a Database for the globbdynamics of multiparameter systems

My most recent work has been on developing topological nusttior the analysis of the global dynamics
of multiparameter nonlinear systems. | will discuss new paotational tools based on topological methods
that extracts coarse, but rigorous, combinatorial desarip of global dynamics of multiparameter nonlinear
systems. These techniques are motivated by several oliseszal) In many applications there are models
for the dynamics, but specific parameters are unknown orirexttty computable. To identify the parameters
one needs to be able to match dynamics produced by the madesathat which is observed experimentally;
2) Itis well established that nonlinear dynamical systearsgroduce extremely complicated dynamics, e.g.
chaos, that is not structurally stable. However experiadeneasurements are often too crude to identify such
fine structure in the dynamics or to establish the paramataes to sufficient precision even at points that are
structurally stable; 3) Often the models themselves aredan heuristics as opposed to being derived from
first principles and thus the fine structure of the dynamicsipced by the models may be of little interest for
the applications in mind. To make the above mentioned consr@amcrete | will use a simple model arising
in population biology. | am very interested in combininggbenethods with stochastic dynamics. ([18])

Qian, Hong: Nonequilibrium phase transition Emerging landscape, time scales, and the chemical basis
for epigenetic-inheritance

We consider a small driven biochemical network, the phosghtion-dephosphorylation cycle (or GTPase)
with a positive feedback. We investigate its bistabilitythifluctuations, in terms of a nonequilibrium phase
transition based on ideas from large-deviation theory. Wnsthat the nonequilibrium phase transition
has many of the characteristics of classic equilibrium pheensition: Maxwell construction, discontinuous
first-derivative of the "free energy function”, Lee-Yangero for the generating function, and a tricritical
point that matches the cusp in nonlinear bifurcation thedkg for the biochemical system, we establish
mathematically an emergent "landscape” for the system.|dimgscape suggests three different time scales
in the dynamics: (i) molecular signaling, (ii) biochemic@twork dynamics, and (iii) cellular evolution. For
finite mesoscopic systems such as a cell, motions assowiéteci) and (iii) are stochastic while that with
(ii) is deterministic. We suggest that the mesoscopic sigeaof the nonequilibrium phase transition is the
biochemical basis of epigenetic inheritance. ([19])
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Lev Tsimring: Dynamics and synchronization of synthetic gae oscillators

We designed and constructed a novel two-component gen&atscin bacteria E. coli, based on principles
observed to be critical for the core of many circadian cloetworks. The design of the oscillator was based
on a common motif of two inter-connecting positive and nagaffeedback loops. A small transcriptional
delay in the negative feedback loop leads to stochastixagtm oscillations which are further amplified
and stabilized by the positive feedback loop. We use contipat modeling to develop design criteria for
achieving oscillations in this system. Drawing on analogyntegrate-and-fire dynamics in neuroscience,
we have coined the term degradeand fire oscillations to itestite essence of the dynamics. In our sub-
sequent work, we engineered gene network with global ietedar coupling that is capable of generating
synchronized oscillations in a growing population of cellssing microfluidic devices tailored for cellular
populations at differing length scales, we investigateddbllective synchronization properties along with
spatiotemporal waves occurring at millimetre scales.]§[20

Tom Kurtz: Diffusion Approximation for Multiscale Reactio n Network Models

Classical stochastic models for chemical reaction netevarie given by continuous time Markov chains.
Methods for characterizing these models will be reviewezli§ing primarily on obtaining the models as
solutions of stochastic equations. The primary focus oftélle will be on employing stochastic analytic
methods for these equations to understand the multiscaleenaf complex networks and to exploit the
multiscale properties to simplify the network models. Afdion approximation will be described for the
slow changing components of a multi-scale system. ([21])

Katharina Best: Is anybody out there? Modelling spatial scéing in quorum sensing

Intercellular communication by means of small signal moles synchronizes gene expression and coor-
dinates functions among bacteria. This population deft@fyendent regulation is known as quorum sens-
ing. Quorum sensing is frequently mediated by N-acylhominedactone autoinducers. We investigate the
molecular mechanism and regulation of quorum sensing iardedestablish a predictive mathematical model
of autoinducer signalling in this organism. To this end, vesaibe the dynamical system of the reactions
responsible for the autoinducing behaviour within the eaat cell and extend it to include coupling via a
common environment. In a further step, we investigate tladiaprganisation of the communicating cells.

Tomas Gedeon: Somitogenesis clock-wave initiation reques differential decay and multiple binding
sites for clock protein

Somitogenesis is a process common to all vertebrate embrayiich repeated blocks of cells arise from
presomatic mesoderm (PSM) to lay the foundational pattrtrfink and tail development. Somites form
in the wake of passing waves of periodic gene expressiorotigihate in the tailbud and sweep posteriorly
across the PSM. Previous work has suggested that the wasidsfrem a spatiotemporally graded control
protein that affects the oscillation rate of the clock-gempression. With a minimally constructed mathe-
matical model, we study the contribution of two control macisms to the formation of this gene-expression
wave. We test four biologically motivated model scenaridthwither one or two clock protein transcrip-
tion binding sites, and with or without differential decatas for clock protein monomers and dimers. We
examine the sensitivity of wave formation with respect tdtiple model parameters and robustness to het-
erogeneity in cell population. We find that only a model wittttbmultiple binding sites and differential
decay rates is able to reproduce experimentally observedfoans. The wave formation is robust to hetero-
geneous parameters in the cell population. Our results shaithe experimentally observed characteristics
of somitogenesis wave initiation constrain the underhgegetic control mechanisms.

David Cottrell: Incorporating diffusion in stochastic mod els of gene expression

A natural subject to explore in the study of biomoleculact&zam networks, is the effect of spatial diffusion
and molecular motility on the quantitative and qualitatpreperties of the biological systems. When there
are no bimolecular reactions present, as in the case ofdhedatd model of gene expression, the evolution
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equations are linear, and an analytical treatment becosasgie. Our aim is to consider a simple branching-
process model for gene expression and extend this to a brgadifusion model where molecules diffuse in
free-space. We derive differential equations relatedverse statistics and analytically compute a number of
guantities related to the spatial correlations of the systée mathematical approach that we take relies on
the fact that the system can be modeled by a branching prasessprocess for which there is no interaction
between the particles. Branching processes permit a usefoimposition due to the linearity of the process
with respect to the initial condition. We take advantagehed property by considering a system of moment
generating functions with xed initial conditions and coust the corresponding evolution equations. ([23])

Scientific Progress Made

The workshop explored new research directions and the wayghich researchers in stochastic dynam-
ics, statistics and systems biology can join efforts in adirag our understanding of complex networks and
stochastic dynamics in cells. Presentations stimulategymeoductive conversations between participants,
resulting in a number of new project ideas. In particulag assult of meeting for the first time at the work-
shop, Hong Qian (University of Washington) and Matthew S@thterloo) have started up a collaboration to
analyze nonlinear effects in fluorescence correlationtspsmopy. Also, David Anderson (University of Wis-
consin), Des Higham (Strathclyde, Glasgow) and Ruth WilgUC San Diego) spent some time at BIRS
discussing possible diffusion approximations to biochehieaction network models that capture the natu-
ral positivity constraints on concentrations. This hastted nice joint collaboration that they are currently
working on. In both cases the groups did not really know edlebrdefore and this BIRS workshop was fun-
damental to bringing members of the groups together. ladfiy the talk of Mads Kaern (Ottawa), Jonathan
Mattingly (Duke), Lea Popovic (Concordia) and postdoc JetusSweeney (SAMSI) started a project on the
effect that randomness from cell division plays in intrddal chemical reaction systems. A number of other
projects between workshop participants previously begached significant progress during the workshop.
Specifically Paul Tupper (Simon Fraser) finished a paper ®éter Swain (Edinburgh) and made signifi-
cant progress on a project with Jonathan Mattingly (Duké&ieWwise, Tom Kurtz (University of Wisconsin)
and Lea Popovic (Concordia) finished a paper on diffusiom@pmations for reaction networks on multiple
scales. Many workshop attendees stressed that the exdaliéiies at BIRS (in particular the smaller rooms
with lots of board space) were really helpful for their in trediscussions.

Outcome of the Meeting

The workshop brought together mathematical scientist&iwgrin disparate scientific communities: proba-
bility, stochastic analysis, stochastic numerics, ajppir@athematics, statistics, bioinformatics, bioengineer-
ing. There was also a significant presence of young resaatchgraduate students, 3 postdocs, 5 assistant
professors. Important problems for future research doastwere identified and discussed, starting a number
of new collaborations in the process.
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Chapter 3

Theory and Applications of Matrices
Described by Patterns (10w5024)

Jan 31 - Feb 05, 2010

Organizer(s): Pauline van den Driessche (University of Victoria), Rich&rualdi (Uni-
versity of Wisconsin-Madison), Shaun Fallat (UniversifyRegina), Leslie Hogben (lowa
State University), Bryan Shader (University of Wyoming)

Overview of the Field

Over the past several decades, linear algebra, combiositand graph theory have grown into substantial
and central disciplines in mathematics. These areas ngtidahd a range of mathematical tools, but also
enrich the vitality of mathematics by connecting many brescof mathematics to various significant appli-
cations. Furthermore, the interaction between lineartayegraph theory, and combinatorics has developed
into a true discipline “combinatorial matrix theory” thabrtinues to attract bright young people. Pattern
classes of matrices represent an important focused subses aliscipline. Examples of applications that
fall within this focus are models of problems in economicatmematical biology (especially ecological food
webs), statistical mechanics, and communication comiglexhere the signs rather than the magnitudes of
interactions are known.

The problems discussed at the workshop are related to detegnfor three types of patterns, what
spectra are allowed by a given pattern. Usingp denote a nonzero real number, the three types of patterns
are:

e symmetric(0, x) patterns (corresponding to graphs) describing symmetacmatrices;
e general0, x) patterns (corresponding to digraphs or to bipartite gragéscribing real matrices; and

e (+,—,0) patterns (corresponding to signed digraphs or to signeartiig graphs) describing real ma-
trices.

Specific problems that are relevant to all three types oépadtinclude minimum rank problems, identifi-
cation of spectrally and inertially arbitrary patternsttpen-nonsingular matrices, and concepts and questions
related to specific matrices associated with the pattern.

Problems related to a gener@, «) pattern include the nonnegative inverse eigenvalue prolite a
given pattern; minimum rank of a (rational) nonnegativenwebr a given pattern; and real (or rational)
nonnegative factorizations based on {fex) patterns of the factors. An open problem related+o—, 0)
patterns is potential stability, which has important aggiions in dynamical systems.

Two main objectives of the workshop were:
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1. To bring together researchers with differing perspestiincluding those in other areas of the mathe-
matical and computational sciences that use the conceptstigin matrices, but often with differing
terminology.

2. To simultaneously examine several specific problems fiteperspective of the three pattern types
and to cross-apply techniques from one type of pattern tersth

These objectives were accomplished as follows. The wogkgnovided a single forum in which recent
important results and applications were disseminatedframnad which new collaborations have emerged. In
addition, the workshop enabled researchers in combirstmiatrix theory to keep abreast of developments
central to their own interests and exposed them to the arfragcent activity and new applications taking
place in this important and emerging area. It also enableghrehers in applied areas (e.g., communication
complexity) to become familiar with theoretical resultathave application.

Recently connections have been identified between mininaunk results and communication complex-
ity, where minimum rank is called sign-rank or dimension pdewity. While researchers in this field have
recognized the importance of linear algebra, many are ure@faecent results on the minimum rank prob-
lem; analogously, researchers working on minimum rank iemanaware of recent developments involving
sign-rank in communication complexity. The workshop dedosubstantial time and effort to the goal of
bridging this gap, and there is no doubt that new collabonstand lines of communication were created. It
is of course too early to tell what will come from these cotledttions.

Although many researchers on minimum rank problems areeawfthe strategies used to attack the
problem for each type of pattern, group discussion of théaiities and differences in the approaches to the
minimum rank problem across the three types of patternsnitigted leading to a more unified approach.

Participants at this workshop also studied the eigenvadfiegrtain matrices associated with a graph,
including the adjacency matrix and the Laplacian matribxd(amewly introduced skew-adjacency matrix of
a graph), with an emphasis on obtaining information to deitee (or assess the likelihood) that two graphs
are non-isomorphic.

This BIRS workshop on matrices described by patterns wasirstenvorkshop devoted to this subject
since the very successful “Spectra of families of matricescdbed by graphs, digraphs, and sign patterns”
workshop held at the American Institute of Mathematics (A®tt. 23-27, 2006, which led to ten publi-
cations. The focus of both this BIRS workshop and the AIM vabtidp were inspired by the emergence of
pattern matrices as a dominant theme in the successful 2+didghop “Directions in Combinatorial Matrix
Theory” held at BIRS May 6-8, 2004. This is an area of subg&hand growing interest. This BIRS work-
shop provided an opportunity to build on these activitied Brought together a more scientifically diverse
group. It is expected to be a significant catalyst for corgthprogress and development of the area. In
addition, it may provide an impetus for the organizationwtife special sessions dedicated to this subject.

As evidenced by the detailed program of the workshop, it araked participation from junior researchers,
and facilitated the building of collaborations betweeriguand senior researchers by actively involving them
in collaborative research through the use of focused reBegpups. The organizers promoted an informal
atmosphere to the proceedings, with time for casual dismussnd research collaborations. The day plan
was designed to promote the sharing of information, ideatiion of open problems, and active research on
a small number of such problems as selected by the group.

Structure of the workshop

This workshop used a focused collaborative research grougtsre that is designed to build new mathemat-
ical collaboration around specific mathematical goals. l@vaitypical workshop may offer some free time
for existing collaborators to work, the use of research gsoarganized at the workshop fosters new collabo-
rations and full inclusion of junior/less well-known paipants. The design used also allows more time for
research and has fewer talks than a typical workshop, archedsiled dynamically, that is, in response to
developments during the workshop. The schedule as it dgtoeturred can be found &ittp://www.
public.iastate.edu/ ~lhogben/BIRSschedule.html#sched . Here we give an overview and
explain the purpose of the workshop structure and schedule.



28 Five-day Workshop Reports

The goal for much of the workshop (Monday, Tuesday, Thursplast of Friday) was to identify specific
problems related to the two themes of minimum rank/comnaititio complexity and spectral graph theory,
form small research groups to attack specific problems, atdhby begin work on the problems chosen.
Monday was devoted to minimum rank of matrices described pgteern and connections to communica-
tion complexity; overview talks were given on these topitdhie morning and early afternoon. Although
the original intent had been to have all the talks in the narand select problems in the afternoon, the
morning was rather full, and we realized that splitting iatoall groups so early might split researchers by
background, contrary to the intent to bring different pergjves together. Furthermore, forming minimum
rank/communication complexity research groups on Mondayldvcomplicate forming research groups for
problems in spectral graph theory on Tuesday. Thus (scimeddynamically), the lunch break was taken
before the last talk on communication complexity, and timeai@der of the afternoon was spent in discussion
trying to bridge minimum rank and communication complexity

On Tuesday morning there were overview talks on two areapeétsal graph theory. With all this
background in place, Tuesday afternoon began with theioreaf a list of open problems on these two
themes; that list appears in Section 3. Having participardgate such a list is integral in forming research
groups. After generating the list, the participants sel@groblems and began work in three groups, each
containing a mix of junior and senior researchers and ppatits with varying mathematical perspectives.
The three groups continued their work on Thursday, and ptedaeports on progress on Friday morning.
These reports appear in Section 3. Note that each grouptiexfatored more than one of the questions as
new ideas emerged. It is expected the groups will contineie tork via e-mail, visits, and at meetings that
several members attend.

Wednesday morning was devoted to a talk by Dale Olesky singéiye current state of work on potential
stability. The talk was followed by a discussion of promgsimpproaches. Wednesday afternoon was left
free, and Wednesday evening was used to showcase juniarchses in the field. The speakers, titles, and
abstracts are listed in Section 3.

In preparation for the workshop, a bibliography focussimgtioe specific topics of our workshop was
compiled and circulated to participants. The bibliograghsw throughout the workshop, and the final bibli-
ography is now available to all the participants.

Presentation Highlights

In keeping with our twin goals (1) to engage both establisted junior researchers, and (2) to encourage
discussion, interaction, and collaboration between reseas with diverse scientific perspective, there were
two types of talks:

1. Talks giving an overview of current developments in thielfigy established researchers.

2. Research reports by junior researchers.

Overview talks

The intent of the overview talks was to bring people witheliént perspectives on the problem together and
to facilitate collaboration. These talks were held prityaoin the mornings of the first three days, and fell
into three groups.

On Monday, L. Hogben and B. Shader spoke on the minimum rartkaea described by a graph, di-
graph, or sign pattern, and V. Srinivasan and J. Forster ommamication complexity and the role of matrix
theory and sign patterns in its development.

On Tuesday, problems in spectral graph theory were intredllny W. Haemers, speaking on graphs
determined by their spectra, and V. Nikiforov speaking oacsfal properties of Hermitian matrices with
applications to matrix patterns.

On Wednesday, D. D. Olesky surveyed potential stabilityigh patterns. Slides of Olesky’s talk are
available athttp://www.public.iastate.edu/ ~lhogben/PotentialStability.pdf and
avideo is ahttp://www.birs.ca/birspages.php?task=eventvideos&e vent_id=10w5024
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Minimum rank and communication complexity

A graph, digraph, or signed digraph describes the zerororar sign pattern of a family of matrices. The
matrices may be symmetric, positive semidefinite, or noessarily symmetric, and the diagonal entries
may be free or constrained, depending on the type of (dijgmappattern. A minimum rank problem is
to determine the minimum among the ranks of the matrices enaijrthese families; the determination of
maximum nullity is equivalent. Considerable progress hfestmade on the minimum rank problem for the
family of symmetric matrices described by a simple grapegfiiagonal), although the problem is far from
solved. The techniques for the symmetric minimum rank poblvere surveyed, and extensions to digraphs
and sign patterns were discussed. The minimum rank probéniaen completely solved for all types of
tree patterns.

The sign-rank of a pattern is defined to be the minimum rank fah matrix with that sign pattern.
The sign-rank of a matrix is a measure of the robustness afitiieof a matrix with that sign pattern under
sign preserving perturbations. Techniques were preséotednstructing +, —) patterns of low sign-rank,
including the use of Vandemonde matrices, and the followétated facts:

If the m x n (+, —) patternP has at mosk sign changes per row, then sign-raRk< & + 1. (3.2)

If them x n (+, —) patternP has at least sign changes per row, then sign-rafik< n — k. (3.2)

For a functionf : X x Y — {+£1}, the communication complexity of is the minimum number of
bits that needs to be exchanged by two parties, Alice and ®otomputef when Alice is given an input
x € X and Bob is given an input € Y respectively. Communication complexity is a central afeasearch
in theoretical computer science with many interesting i@pfibns. Formal definitions of various notions of
communication complexity were presented and some techrigsed to prove lower bounds results in this
area were surveyed. Of particular interest in the contexhisfworkshop is unbounded error randomized
communication complexity, as it is is known to be boundedWwdly log, (sign-rankA)) whereA = [a;;] is
the matrix whoséz, y) entry is sgiif (z,y)).

J. Forster’s bound for am x n (+, —) patternP is

. v mn
sign-rank) > ———
[[M]]

whereM is the(1, —1) matrix with sign patterr, and|| M || is the spectral norm. Forster’s bound gives

. n-n n
sign-rank(sgter)) > ¥ = T =/
IHI — vn
whereH is ann x n Hadamard matrix and sgf ) is its sign pattern. An outline of the proof and extensions
of these results were presented.

Spectral graph theory

Willem Haemers'’ talk dealt with the question: “Which grapdr® determined by their spectrum?”. For
various kind of matrices associated with a graph (e.g., thecancy matrix and the Laplacian matrix), this
is a difficult but intriguing question. It is conjectured thihe answer is that almost all graphs are spectrally
determined (for the adjacency and the Laplacian matrix),jtbuas only been proved in a very few cases.
On the other hand, there are many graphs that are known toenaé¢tiermined by their spectrum. The talk
surveyed some history, recent developments, and integesgien problems concerning the above question.

Vladimir Nikiforov spoke on the spectra of Hermitian matpsoperties, where Bermitian matrix prop-
ertyis a class of Hermitian matrices closed under permutatibtieedndex set. His talk presented two types
of Hermitian matrix properties and discussed some genegaleéms about their spectra.

First, a Hermitian matrix propert? is calledhereditaryif A € P implies that every principal submatrix
of A is in P. Many natural classes of Hermitian matrices are in fact hitxgd e.g., the positive definite
matrices, or all Hermitian matrices with least eigenvalyeeeding—2010. Second, a Hermitian matrix
propertyP is calledmultiplicativeif A € P implies thatd @ J, € P, wherep can be any positive integef,
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stands for the all ongs x p matrix and® denotes the Kronecker product. Note that “positive semmdefi
is a multiplicative property, but “positive definite” is not

When a hereditary or multiplicative property consists otmeas with bounded entries, some fairly gen-
eral theorems about their extremal eigenvalues can be grdvee motivation for this approach comes from
graph theory and computer science.

Potential stability

A sign patternS = [s;;] is a matrix with entries if+, —, 0} and its associatesign pattern classs
Q(S) = {A=aij] : a;; € Rand sgna;j = s;; forall 4, j}.

An n x n sign patternS is potentially stablaf S allows (negative) stability; i.e., if there exists a realtma

A € Q(S8) for which each eigenvalue of has negative real part. The problem of specifying necessary
and sufficient conditions for potential stability has renga unsolved for over forty years, and this talk
summarized progress by many researchers, including relesetopments. Conditions were given that are
either necessary or sufficient for potential stability f@engral sign patterns. In addition, necessary and
sufficient conditions were given for potential stabilityr feome sign patterns having a directed graph that
is a tree, including those for which the directed graph isaa S€omplete lists of all potentially stable tree
sign patterns are known far = 2,3, 4. Techniques for constructing potentially stable signgratt were
described, and open problems concerning potential dtabiére given.

Research reports

On Wednesday evening a session of short talks was held tacsisewoung researchers in both linear algebra
and communication complexity (followed by a modest reaeptiosted by the organizers in the Corbett Hall
Lounge to encourage and honor these young people). Treditle abstracts of these reports follow.

Louis Deaett University of Victoria, The rank of a matrix and the girthitsf graph

In the case of a positive semidefinite matrix, a result of MoRlosenfeld provides a lower bound on the
rank when the graph of the matrix is triangle-free. We'll st new proof of this bound. We also consider
the possibility of generalizing the bound under a strongadition on the girth of the graph.

Jason Grout, Drake University, Computing bounds for minimum rank withg®

I will explain and give examples of a suite of functions in 8dgat use a number of bounds from the
literature to compute minimum rank bounds in Sage. The sistincludes a lookup table of minimum ranks
for all graphs with fewer than 8 vertices. This program igently being formatted for inclusion in Sage, and
will then be in every copy of Sage, enhancing Sage’s comms&te graph functionality. These functions are
a collaborative work between Laura DeLoss, Tracy Hall, Jasfrange, Tracy McKay, Jason Smith, Geoff
Tims, and myself, and were initially developed in Leslie Heg's early graduate research class at lowa State
University. For an earlier version of the program, bée://arxiv.org/abs/0812.1616

Alexander Sherstoy Microsoft Research (New England), Sign-Rank and the Rwtyial Hierarchy in Com-
munication Complexity

Thesign-rankof a matrix A = [A4,;] with 1 entries is the least rank of a real matfix= [B,;] with
A;;B;; > 0 for all 4, j. We obtain the first exponential lower bound on the sign-refrkkmatrix computable
by the polynomial hierarchy in communication complexityariely, letf(z,y) = A~ \/;.":1 (@ij A yij)-
We show that the matri)f (z, y)]..., has sign-rankxp(£2(m)). This in particular implies thats® ¢ UPP“,
which solves an open problem in communication complexiggooby Babai, Frankl, and Simon (1986).

Our result additionally implies a lower bound in learningdy. Specifically, let+, ..., ¢, : {0,1}" —

R be functions such that every DNF formyfa {0, 1} — {—1, +1} of polynomial size has the representa-
tion f = sgn(aip1 + - - - + a,¢,) for some reals,, . .., a,. We prove that them > exp(Q(n'/?)), which
essentially matches an upper boun@:qﬁ(@(nl/3)) due to Klivans and Servedio (2001).
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Finally, our work yields the first exponential lower bound the size ofthreshold-of-majoritycircuits
computing a function iMC°. This generalizes and strengthens the results of KrausewidX1997). Joint
work with Alexander Razborov (University of Chicago).

Sebastian Cioalfd, University of Delaware, On decompositions of completedrgpaphs

In this talk, | will study the minimum number of completepartite r-uniform hypergraphs needed to
partition the edges of the completeuniform hypergraph om vertices. This problem is the hypergraph
extension of the classical Graham-Pollak theorem.

Michael Cavers University of Regina, On the energy of graphs

The concept of the energy of a graph was defined by Ivan Gutmb®78 and originates from theoretical
chemistry. To determine the energy of a graph, we essanédtl up the eigenvalues (in absolute value) of
the adjacency matrix of a graph. Recently, the Laplaciamgnéistance energy, incidence energy, signless
Laplacian energy and normalized Laplacian energy haswedeiuch interest. We will look at these different
types of energies and see how they are affected by the steuata graph. In the past ten years, there have
been more than 150 papers published on graph energy, andtibhees to be a highly researched topic by
pure mathematicians and theoretical chemists alike.

In-Jae Kim, Minnesota State University, On eventual positivity

An n xn real matrixA is said to be eventually positive if there exists a posititegerk, such thatd* > 0
(entrywise positive) for all positive integeks> kq. Ann x n sign patternd is potentially eventually positive
(PEP) if A has a realization that is eventually positive. In this talline necessary or sufficient conditions
for a sign pattern to be PEP are given. In addition, it is shthahthe minimum number of positive entries in
a PEP sign pattern is 4+ 1. Joint work with A. Berman, M. Catral, L. M. DeAlba, A. Elhassh, F. J. Hall,
L. Hogben, D. D. Olesky, P. Tarazaga, M. J. TsatsomerosRlga Driessche.

Open problems

On Tuesday afternoon the whole group discussed open gnggtioninimum rank and communication com-
plexity (related to connections between the fields) andtsplegraph theory (related to the co-spectral graphs
and classes of Hermitian matrices). A subset of problemsseiested, groups were formed, and work began
that afternoon. On Wednesday, following Olesky’s talk otepdial stability, the whole group brainstormed
open questions in potential stability related to the redmvelopments that had been surveyed. Lists of
guestions generated in the problem session and questiomstfire overview talks on minimum rank and
communication complexity, and on spectral graph theorygaren below.

Open questions in minimum rank and communication complexiy

1. Is there a Forster-type bound fi@, +) patterns? For information on Forster’s bound, see Section 3
More generally, can one use sign-rank techniqueg-for-) patterns or{0, +) patterns? Note that it
is easy to transform @, 1) matrix M to a(1, —1) matrix M’ via a rank one perturbation, but this does
not immediately give information of the relationship beémehe sign-rank/minimum rank of sgw()
and sign-rank/minimum rank of sgh(’).

2. Is there a Forster-type bound fi@r, +-, —) patterns? More generally, can one use sign-rank techniques
for (+, —) patterns or{0, 4, —) patterns?

3. For a symmetri¢+, —) pattern, if we consider only symmetric matrices having thvem pattern, is
there a (higher) Forster-type bound?

4. Can we find a family with significantly higher symmetric immum rank/sign-rank than the Hadamard
patterns?

5. For a symmetri¢+, —) pattern, if we consider only symmetric matrices having tivermy pattern, is
there an analog of (3.1) (see Section 3)?
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6. What can be said about minimum rank and sign-rar(kof-, 7) patterns where ? denotes —, or 0?

7. Itis known that the minimum rank of a simple graph, Gy&atisfies
mr(G) < |G| - k(G)

wherex(G) is the vertex connectivity of7, and in fact a positive semidefinite matrix can be found to
realize the upper bound. Is there an analog of this resultfor-) patterns?

8. Find(+, —) patterns of large sign rank.

9. The rigidity functionR 4 (r) of a realn x n matrix A is the minimum number of entries needed to be
changed in order to bring the rank downrt@i.e. the Hamming distance to a ranknatrix). Hadamard
matrices seem to have large rigidity. Can one constuct aticéxfamily of matrices A such that
Ra(r) > (n—1r)2?

10. What can be said about sign-rank'@f+, —) patterns with other properties such as allowing orthog-
onality, allowing eventual positivity, allowing eventuabnnegativity, allowing nilpotence, spectrally
arbitrary patterns?

11. (Thed-conjecture) Let(G) andx(G) denote the minimum degree and vertex connectivity of a graph
G with n vertices. Itis known that the minimum rank@fis at mos(n—§(G)) and at most — x(G).
Itis conjectured that the minimum rank @fis at most: — §(G).

12. Construct a “large” family of “dense” graplishaving minimum rank greater th%er| (for |G| large,
almost all graphs have minimum rank greater tlé)wp.
Open questions on spectral graph theory

1. Given a grapltz with adjacency matrix4, can non-isomorphic graphs be distinguished by examining
the spectra of the family of skew adjacency matrices obthiyesigning the nonzero entries dfso as
to produce skew symmetric matrices, in all possible ways® Whs answered negatively by Group 3.

2. Find additionainterestingfamilies of connected graphs that are determined by theirtsp.

3. (Inverse Eigenvalue Problem for Adjacency Matrix) Whatthe possible eigenvalues of the adjacency
matrix of a graph? What if extra zeros can be added to the gpaet Consider a small number of
nonzero eigenvalues as a special case.

4. (Inverse Eigenvalue Problem for Laplacian) What are thssible eigenvalues of the Laplacian matrix
of a graph? What if extra zeros can be added to the spectrum8id&o a small number of nonzero
eigenvalues as a special case.

5. What are the possible inertias of the adjacency matrixgrhph?
6. What are the possible inertias of the Laplacian matrix gfegph.

7. Investigate the maximum absolute value of an eigenvaldetd of ad-regular graph.

Group reports

Group 1

Group members: Richard Brualdi, Jurgen Forster, JasontGeslie Hogben, Ryan Martin, Bryan Shader,
Sasha Sherstov, Venkatesh Srinivasan and Pauline van tess€lre.

This group’s work was motivated by the following problem:
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Given anm x n (+,—,?)-patternP = [p;;], determine the smalledt such that there exist
vectorsuy, uz, . . ., ux, € R™ andvy, ..., v, € R™ with sgnulv;) = p;; whenevep,; #?.

In communication terms, one can vieias describing a “partial problem¥, : S — {+.—}, whereS =
{(4,7) : pi; #7}. Thus, Alice and Bob know a priori that they only need to beedbldeterminef ((z, j))
for (¢,7) € S. In matrix completion terms, we are asking for the smallegt-sank of a(0, 4, —) pattern
obtained fromP by allowing the ?s to be- or —, or even+, —, or 0.

This led the group to the problem of characterizjrg—) sign-patterns that have small or large minimum
rank, where some observations and initial results werdrdda It is a standard result from qualitative matrix
theory that then x n (+, —) sign-patternP has minimum rankn if and only if it contains a matrix that is
sign-equivalent ta\,,,, whereA,, is them x 2™~! matrix whose columns are all the x 1 vectors with
entries+ or — and whose first coordinate is. It is easy to characterizer, —) sign-patterns with minimum
rank1, both in terms of the sign changes in a columhas minimum rank if and only if it is sign-scalable
to the matrix of all4+s) and in terms of a forbidden configuratioR fas minimum rank if and only if
A does not contain a matrix that is sign-equivalent\tg. A more difficult task is to characterize-, —)
sign-patterns of minimum rank at madxst The group was able to establish both a characterizatiosring
of sign-changes, and a forbidden configuration charaetéoiz involving As. Characterizind+, —) sign-
patterns with minimum rank at mo8twas recognized as a daunting task as a result of Peter Shbesmp
that this problem is NP-complete. However, the group bepamtocess of relating+-, —) sign-patterns
of minimum rank at mos8 to realizable rank8 oriented matroids. The Pappus configuration was used to
construct a sign-pattern of minimum radkand not containing any matrix sign-equivalentAg. Further
research along these lines is on-going with the goal of iflésg the (4, —) sign-patterns of minimum rank
3 and “small” order, and will involve the study of pseudo-licenfigurations from the theory of oriented
matroids.

The discussions led to the development of several algositfamstudying the minimum rank df+, —)
patterns. These algorithms have been implemented in Sageililbe made available to the mathematical
community.

In addition, the group worked, and continues to work, ongigirobabilistic methods (e.g., the Regularity
Lemma) to aid in the study df+-, —) sign-patterns with certain forbidden configurations (e\g).

The group also plans to work on the following questions:

e Is there a combinatorial interpretation of Forster’s tleao?
Or is there a weaker result than Forster’s theorem that give@snbinatorial reason for(a, —) sign-
pattern to have large minimum rank?

e Can one characterize the x n (+, —) sign-patterns of minimum rank — 1, orm — 2?

Group 2

Group members: Louis Deaett, In-Jae Kim, Vladimir Nikifer®ale Olesky, Kevin Vander Meulen,

The meeting introduced us to a result of Jirgen Forsteptioaides a lower bound af/n on the sign-rank of
ann x n Hadamard matrix. This result led to the first linear loweribdon the unbounded-error probabilistic
communication complexity of a natural family of Boolean tions. We have begun investigating new
avenues for establishing upper and lower bounds on theraigik-of Hadamard matrices and of other
patterns in general. We have already managed to improvewrkopper bound on the sign-rank of large
Hadamard matrices. We expect that by refining our constmete will be able to improve this upper bound
further. Other upper bound techniques involve analysifi@fextreme numbers of “sign changes” occurring
within rows of the matrix. In the context of Hadamard matsieee have discovered provable limits on the
power of this method. On the lower bound side, beyond theyfinahethods of Forster few other techniques
are known, and these seem limited to combinatorial argusresed on the presence of latfyenatrices.

A simple counting argument shows that even for a Hadamardixmaft order as small as 64, the lower
bound provided by thesé-matrices cannot match the lower bound of Forster. Hencesomabinatorial
technique of reasonable power seems to be known, and theircatotial behavior of sign-rank in general
seems wide open for investigation. Such a combinatoriaétstdnding could lead to new techniques for
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proving upper and lower bounds. Our group includes reseascit different levels of experience who have
not previously collaborated. We have begun to explore how cembinatorial tools could lead to new
techniques for improving upper and lower bounds relatedgio-sank and communication complexity. We
intend to continue this fruitful collaboration.

Group 3

Group members: Michael Cavers, Sebastian Cioaba, Shalan, Eavid Gregory, Willem Haemers, Steve
Kirkland, Judi McDonald, Michael Tsatsomeros

The group’s work centered on eigenvalues for graphs. Werbegth an investigation of the following
inverse eigenvalue question for graphs: given a colleafaral numbers, how can it be determined whether
or not it is the non-zero part of the adjacency spectrum ofesgraph. It was noted that without the caveat of
looking for the non-zero part of the spectrum, that quessajuite difficult, since for example, a resolution
of that problem would settle the existence question foragenprojective planes. However, being given the
freedom to add zeros to a candidate spectrum provides ayabig leeway. After some consideration of the
solution of the corresponding inverse eigenvalue probmadnnegative integer matrices, the group decided
to move in another direction.

Motivated by an interest in trying to find ways to distingulsftween graphs that have cospectral adja-
cency matrices, the group considered the following famiilgk@w adjacency matrices: given a graghvith
adjacency matrix, the family of skew adjacency matrices Gris formed by signing the nonzero entries of
A so as to produce skew symmetric matrices, in all possibleswiaywas thought possible that perhaps a pair
of adjacency cospectral graphs might be distinguished bkihg at the spectra of the corresponding skew
adjacency matrices. This possibility was quickly refutetien the group observed that any pair of adjacency
cospectral trees must also share the same skew spectrum.

This last observation led the group to address the problechafacterizing the graphs for which all
members of the family of skew adjacency matrices have a camspectrum. A conjecture was formulated
on that problem, and work on the resolution of that conjexisiongoing.

Outcomes of the Meeting

We thank BIRS for supporting this workshop, which all papints found valuable and stimulating.

It is expected that the three working groups or subsets ¢ifi@ridl continue their collaborations on the
problems identified, which will likely lead to publications

Such papers may be submitted to thieear Algebra and its ApplicationSpecial Issue on the occasion
of the Workshop at the Banff International Research Stdiited: “Theory and Applications of Matrices
described by Patterns.” (January 31 - February 5, 2010eBayithin the scope of the Workshop are solicited
from all interested whether or not a participant in the Wadgs The deadline for submission of papers is
October 1, 2010. Papers for submission should be sent tofdhe four special editors, Shaun Fallat, Leslie
Hogben, Bryan Shader, or Pauline van den Driessche. Thépevdubject to normal refereeing procedures
according td_AA standards. The editor-in-chief responsible for this sdéssue is Richard A. Brualdi.

Several surveys introducing the themes of the workshoplsogtanned. Shaun Fallat and Leslie Hogben
will update and broaden their 2007 survey on the problem @fimmim rank of a graph to digraphs, sign
patterns, and positive semidefinite minimum rank. Venkagrivasan will survey linear algebraic methods
and problems in communication complexity with an emphasisxmimum rank/sign-rank problems.

A webpage associated with the workshop, including the sdeedabstracts, and the slides of D. D.
Olesky’s Potential Stability talk, is available http://www.public.iastate.edu/ ~lhogben/
BIRSschedule.html

Participants

Brualdi, Richard (University of Wisconsin-Madison)
Cavers, Michael(University of Regina)
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Fallat, Shaun (University of Regina)

Forster, Juergen(ITS Informationstechnik Service GmbH, Germany)
Gregory, David (Queens University)

Grout, Jason (lowa State University)

Haemers, Willem (Tilburg University)

Hogben, Leslie(lowa State University)

Kim, In-Jae (Minnesota State University)

Kirkland, Steve (National University of Ireland Maynooth)
Martin, Ryan (lowa State University)

McDonald, Judi (Washington State University)

Nikiforov, Vladimir (University of Memphis)

Olesky, Dale(University of Victoria)

Shader, Bryan (University of Wyoming)

Sherstov, Alexander(Microsoft Research)

Srinivasan, Venkatesh(University of Victoria)
Tsatsomeros, Michael(Washington State University)

van den Driessche, PaulinéUniversity of Victoria)

Vander Meulen, Kevin (Redeemer University College)
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Chapter 4

Branching random walks and searching
In trees (10w5085)

Jan 31 - Feb 05, 2010

Organizer(s): Louigi Addario-Berry (Universite de Montreal), Nicolas drtin (INRIA
Rocquencourt), Luc Devroye (McGill University), Colin M@mid (Oxford University)

Overview of the subject

A branching random walk is a Galton-Watson trEg¢o which the individuals have been assigned spatial
positions (inR, say), in the following manner. The rootis placed at the origin. Each chitdof the root is
independently given a random positiéh; the distribution of each such displacement is given by soraé
random variableX. More generally, when an individualhas a childy, v appears at positioR, = P, + X,,
where X, is an independent copy of. This yields a natural, though idealized, discrete modédiaf a
population may diffuse over time.

Branching random walks are a natural and basic object ofystugrobability, and are far from being
fully understood. Furthermore, branching random walks tut to have strong connections in other parts
of mathematics and theoretical computer science. To lggh& particularly notable example, consider the
problem of understanding thminimum (most negative) positiari any individual in then’th generation of
T, which we denoté/,,. An understanding of this random variable ends up beingdomehtal for analyzing
the expected worst-case behavior of a host of data strisctfrgreat interest to the theoretical computer
science community. The behavior of the expected va@né, also turns out to be intimately connected
to the uniqueness of “travelling-wave” solutions to a reacdiffusion equation called the Kolmogorov—
Petrovskii—Piskounov equation, given %@‘ = %% + f(u), taking solutionsu(z,t) : R x RT — [0, 1].
This equation has received much attention using both pitisteand analytical techniques.

The second part of the workshop title refers to the closdgted problem ofindingindividuals, or paths,
in a treeT’, that have particular, desirable properties. Though we kmeyv via probabilistic arguments
that with very high probabilityp/,, is at leastz, it may be impractical to actually find an individual with
displacement. For example, if we are searching in a branching random weklkwhose branching distri-
bution B satisfiesEB > 1, then the expected number of individuals in generatiggrows exponentially in
n. If there is only onev in generatiom with displacemenf’, < z, then to find this individual may take
exponential time. There are several known approaches fiinfirindividuals that come close to attaining the
minimal displacement while using limited resources; hosves general understanding of optimal strategies
for finding good approximations has yet to be developed.

Very recently, Bramson and Zeitouni (2007,2008+), Addd&eary and Reed (2009), and Hu and Shi
(2008+) have all proved related results on the position efttinimum/,, and on its concentration around
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its mean; these results build on existing work by Bigginsyfioge, and McDiarmid, among others. It is now
clear that for a wide range of branching random walks, thezecanstantsr € R ands > 0 such thatM,,

is roughlyan + logn in expectation and in probability (though, as establishgéib and Shinotalmost
surely). Furthermoré®{M,, — EM,, > x} decays exponentially quickly in.

These recent results are established using very diffeeehhiques. Bramson and Zeitouni prove their
concentration result by connecting the BRW to a family ofurstve equations and then studying a related
Lyapunov function; Addario-Berry and Reed use a rather doatbrial argument based on the second mo-
ment method; and Hu and Shi proceed by connecting a certpaonextial martingale with a distinguished
path called the “spine” of the tree. There are some intrigliimks between the three methods, and a deeper
understanding of these links has the potential to lead toraman strengthening of all three results.

From the algorithmic point of view, it is natural to ask wheithve can efficientlfind an individual in the
n'th generation who attains or comes close to attaining th@mim positionM,,. One extremely natural
technique for doing finding an individual with small dispdéaeent is the following: given all the individuals
seen thus far, consider the individual with the minimum Bispment and explore its children. We refer to
this approach as thgreedy algorithm Aldous (1992) first analyzed this procedure, in the condéxtinary
trees, and gave sufficient conditions for the greedy algoriio find a path approximating the pathi6, up
to a fixed errorn in the slope. Aldous further made the (very natural) comjecthat the greedy algorithm
stochastically optimizes the minimum position seen uprteti. Surprisingly, this conjecture turns out to be
false, as was shown by Stacey (1999); however, Stacey atseestihat the greedy algorithm is optimal in a
much weaker sense than that proposed by Aldous, and poségiminitriguing questions about the strongest
sense in which some form of optimality holds. (It is worth riening the work of Karp and Pearl (1983) and
McDiarmid (1992), who studied the behavior of “bounded heatking” algorithms for finding individuals
with small displacement, also using the connection witimbinéng random walks.)

More recently, Pemantle (2008+) has proposed a new algoyritiso of a “greedy” variety for finding
individuals whose displacement is closeMf,; the algorithm applies in the case that the displacements ar
Bernoulli. Pemantle has proved (for certain “subcriticaidices of the Bernoulli parameter) that the running
time of this algorithm is with high probability best posshlp too(n) terms. A key step that will be required
for the analysis of the remaining cases of this algorithnoigriderstand branching random walks in which
all particles whose displacement exceeds a fixed slope dled'kand no longer reproduce. Pemantle has
also made an intriguing conjecture about ttesssof algorithms in which optimal algorithms must lie.

When using results on branching random walk to analyze (lysiwee-based) data structures, one of the
primary obstacles is the fact that branching random wal&suaually limit objects for the data structures in
qguestion. To apply results for BRW to the data structureseves, one must somehow “pass from infinite
to finite”, and it is usually far from clear how to proceed. example, the expected worst-case query time
is essentially determined by the finitization of the minimdisplacemenf\/,,. Using this fact, it is rather
straightforward to bound the first-order asymptotics ofekpected worst-case query time (i.e. to “finitize”
the fact thatM,, = (1 + o(1))an), but understanding lower order terms can be extremelycdlffi For the
case of binary search trees, the link with (binary branchaxgponential displacement) branching random
walks has been known since work of Biggins, Devroye, ancFittthe 1980’s. However, pinning down
the lower-order behavior of worst-case query time was ongomplished (by Reed and, later, Drmota) in
2003. A substantial part of the technical challenge in Readproach was dealing with the finitization, and
his solution made heavy use of binary branching. Chauvirzmnabta ( have had some success at extending
Drmota’s approach to more general search trees; howevemerg strategy for handling this finitization
remains elusive.

Finally, one may consider a generalization of the branchangom walk model, where the displacements
are given by a Markov chain (displacements along distingesdemain independent), or where the random
displacements depend on the initial position. In this cagemtess is known about the behavior of the system.
The first-order asymptotics can be derived without much rddfieulty than in branching random walks, but
lower order behavior seems much harder to handle. A commproaph is to renormalize so that the first
order term vanishes (i.e. so thiaf, = o(n)) by subtracting a fixed constant from each displacementeOnc
this is done, even the question of recurrence or transisnegtier difficult; though at this point itis rather well
understood due to work of Comets, Menshikov and Popov (1998¢hado and Popov (2000,2001,2003),
Gantert and Muller (2006) and Muller (2008+).
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Overview of the workshop

During the week of the workshop there was a strong emphasgisrect contact and collaboration; as such,
we limited talks to the mornings of the workshop, and speattfiternoons discussing and working in groups.
For the first two afternoons we had problem sessions, to hetjvate future discussions. What follows is a
summary of some of the substantial open problems that wesepted during the workshop.

Overview of some of the open problems arising from or presemd at the
workshop.

ARCSINE TYPE LAW IN A BRANCHING RANDOM WALK?
Yueyun Hu

Let (V(z), = € T) be a branching random walk on the real line. The positionk@pfarticles in the-th
generation are denoted by (z), |z| = n). Let[(, 2] = {zo, 21, ..., z, } be the set of vertices on the shortest
path connecting the origifito = such thatz;| = i fori = 0,...,n. DefineV (z) := max,c[g, . V (y), for
x € T. It has been shown in Hu and Shi (2007, Ann. Prob.) that,,|_, V(z) plays an important role in
the study of random walk in random environment on the fe®ecently, Fang and Zeitouni (2009, Arxiv)
and Faraud, Hu and Shi (2010, preprint) have independehtbireed the asymptotic behaviors of the min-
maxmin|,—, V(). Letz*" be a vertex imth generation satisfying (z*") = min,—, V(). We are
interested in

T = min{j <n:V(e)") = V("))

Question: Does’ converge as — oo? If yes, what is the limiting distribution?

RECONSTRUCTING SCENERY FROM A MARKED GENEALOGICAL TREE
Serguei Popov

Let us put Os and 1s to the sitesZst, d > 2, at random (e.g., independently and with equal probadmljti
This “coloring” of Z¢ is referred to ascenery Then, consider a branching random walk starting from one
particle at the origin: the transition probabilities aresh of the simple random walk, and each particle is
substituted by two on each step. Then, to each vertex of theajegical tree of the BRW (which is a rooted
binary tree in this case), we put 0 or 1 according to the cblecbrresponding particle observes. The problem
is: having only this genealogical tree with marks, obtairalgoritheorem that a.s. reconstructs the original
scenery (up to shift/reflection).

FrRoOGsS
Nina Gantert

The frog model can be described as follows. Gdie a graph and take one vertex to be the origin. Initially
there is a number of sleeping particles (“frogs”) at each sftthe graphG except at the origin. The origin
contains one active frog. The active frog then starts a elisetime simple random walk on the verticesaf
Each time an active frog visits a site with sleeping frogsléter become active and start moving according
to the same random walk as the active frogs, independemtty &verything else. An interpretation of the
model is the distribution of information: Active frogs had@dme information and share them with sleeping
frogs as soon as they meet. The sleeping frogs become antivstart helping in the process of spreading
the information (cf. [21]). The frog model can also be intetpd as a “once-branching” random walk, i.e. a
branching random walk where branching takes only place iteavhich is visited for the first time.

We denote by, the number of sleeping frogs initially in. One is interested in recurrence and transience,
i.e. whether the probability of having infinitely many visto the origin is 1 or strictly less than 1.
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For a symmetric random walk d&’, the frog model (starting with one frog at each site) is kndavbe
recurrent, cf. [19] and [20]. There are variants of the madetre the frogs have random lifetimes, and one
is interested in survival/extinction of the process (asdliégpendence on the parameters), see [21]. Another
guestion which has been investigated for the model is treende of shape theorems.

Open problems

(1) Consider the frog model with simple random walk. Not ef@rtransitive graphs, starting with one frog
everywhere, recurrence and transience are settled: anpéxafra graph where this question is open is the
binary tree.

(2) A natural conjecture is the following: Assume that thagrG is transitive, the underlying random walk
is homogeneous and the initial configuratipis i.i.d. Then we have either

P, [the origin is visited infinitely ofteh= 0 [-a.s.

or
P, [the origin is visited infinitely often= 1 p-a.s.

For background on the model and further open problems, vee tef21] and [18].

SURVIVAL OF BRANCHING RANDOM WALKS ON GRAPHS
Sebastien Mueller

A branching random walk (BRW) on a graghis defined as follows: start the process with one particle
in the origin, then inductively each particle dies at ragnd gives birth to new particles at each neighboring
vertex at rate\ independently of the rest of the process. There exists some\.(G) such that the process
dies out a.s. i < A, and survives with positive probability ¥ > ..

Open question 1:What is\.?
One may start with the following:
Open question 1a:Let the underlying graph be a realizati@nof a Galton—Watson tree. Whatis(7)?

Open question 2:What happens in the critical case, i.8+ A\.?

Background

The branching random walk (BRW) on a locally finite gragh= (V, E) is a continuous-time Markov
process whose state space is a suitable sub$&t oThe BRW with parametek is described through the
numberm(t, v) of particles at vertex at timet and evolves according the following rules: for each V'

n(t,v) — n(t,v) —1atraten(t,v)

n(t,v) — n(t,v)+ 1atrater Z n(t, u).
wuveE

Leto € V be some distinguished vertex @fand denoté?, the probability measure of the process started
with one particle ab at time0. DefineZ(t) = ", n(t,v) the number of particles at time One says the
BRW survives (with positive probability) if

P, (Z(t) > 0forallt > 0) > 0.

Define thefirst moment matrix(/ = (m(z,y))eyev: m(u,v) := X if wv € E andm(u,v) = 0
otherwise. In other wordsM = \ - A, whereA is the adjacency matrix of the gragh= (V, E). Survival
of a branching processes is connected to the (expectedjtygrate. It turns out that the following definition
is very useful:

AM):=inf{\>0:30< f € Lo : AMf > [}
Bertacchi and Zucca [22] answered Question 1 in the follgway:
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Theorem 1 A\, = A\(M)

Despite the latter theorem there are no knavem-trivial examples where one can really calculate or
describe explicitly the critical valug.. Observe that for all Cayley graphs, transitive graphs eneyuasi-
transitive graphs one does have a good description,afee [22] or earlier work [25], [31]. Furthermore, for
percolation clusters on graphs with bounded degree it toubthat),. = 1.

A natural candidate for a non-trivial example is the BRW on at@—Watson tree. This model was
studied in Pemantle and Stacey [24]. While they obtainedtabdescription of\., Question lais openin
the sense that no general formula fqrin terms of the offspring distribution of the Galton—Watgmocess
is known.

The method used in [22] does not seem to carry over to thealitase. In [22], they also give an example
(in a more general setting) that survival may also occur éndtitical case. This example does not apply for
graphs with bounded degrees, so that one might conjectatretbur setting the BRW always dies out in the
critical case.

Searching in random trees
CoLIN McDIARMID

Consider an infinite complete binary tree, with iid edgegklis X .. For each node let its ‘position’ or
‘birth time’ S(v) be the sum of the edge-lengths along the path to it from the ta M,, denote the first
birth time of a node in generatian (at depthn). How quickly can we find a node in generatiom with
S(v) equal toM,, or nearly so?

The setting is a little too special for some algoritheorequiestions since there are no dead-ends, so let
us generalise to a Galton-Watson tree with bounded fanzly @nd mean family size. > 1, conditioned on
survival.

Suppose that the edge-lengths are Bernouilli. The probdezasy ifm P(X,. = 0) > 1, as the first birth
timesM,, stay bounded, and it is easy to find an optimal node; and fyiththe casen P(X,. = 0) = 1 the
first birth times grow only likdog log n and again it is easy to find an optimal node, see [31, 32].

Let us suppose then thatP(X,. = 0) < 1. It has been known since the work of Hammersley, Kingman
and Biggins in the mid 70s that, conditional on survivalréhis a constant > 0 such thatM,,/n — v a.s.
(and we may specify). Further, for any > 0 there is a polynomial time algoritheorem, which, with high
probability conditional on survival, finds a noden generatiom with S(v) < (1 + €)yn, see [31, 32]. Here
‘time’ refers to number of edge-lengths examined.

This seemed a satisfactory algoritheoremic result: themgbvalue was known up to an error teertn),
and we could quickly find a node with birth time at most a similsstance from the optimum. But now we
know the optimum value very precisely. Following limitedlés steps in [33], it is shown by Addario-Berry
and Reed in [26] that/,, has expected valugn + « logn + O(1) for a given constant, andM,, is strongly
concentrated around this value.

Thus now it seems natural to seek a nedwith S(v) closer to the optimum value, and not settle for
a birth time which isen too big. There have been recent results suggesting that meestict a search to
‘small’ parts of the tree and still come close to an optimdligon, see [30, 29]. Also, see [27, 28, 35] for
related work with a different algoritheoremic target (wisathe best node you cacn find at any depth within
n steps?)

Thus we ask how close to the optimum we can come in polynomni&@? In other words, what is the
smallest ‘accuracy ternd'(n) for which there is a polynomial time algoritheorem whichttwhigh probability
conditional on survival, finds a noden generatiom with S(v) < B(n)+d(n)? The ‘staged’ back-tracking
algoritheorem from [31, 32] will handlé(n) = nloglogn/logn, but what about sa§(n) = nz? Also,

1

we could also abandon polynomial time, and ask say whettenaO(2"* ) we can come withim3 of the
optimum value?

BRANCHING POINT PROCESSES
Louigi Addario-Berry
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Leti{ be theUlam—Harris tree which has vertex s¢t), >/ N" (we takeN" = () by convention), is rooted
at@, and in which a node; u, . .. u; has parentius . .. ux_1 and children{u us . . . upv,v € N}

Let P be a point process oR. We assume thaP is such that almost surely? has a (random) least
elementpy > —oo and thatP almost surely has no accumulation points, so that it is ptesso list the
elements ofP in increasing order a&p; }ien. (If P has only finitely many elements, then we fgt= +o00
for all i > |P|.) We may then form a branching random walk with reproduetidfusion mechanisnP by
associating to each nodee U/ an independent cop¥® of P. For a childvi of nodewv, we then viewp?
as the displacement fromto vi. For a nodev = wjus ... uy, writing v° = () andv® = wyus ... u; for
1 < i < k, thepositionS, of v is thean:_O1 pglm, the sum of the displacements along the path from the
root tov. Let M,, be the minimum position of any node M. By our assumptions on the point process,
there is almost surely a node achieving this minimum value.

In a sequence of papers, each building on the results of #he[&6], [37] and [38] showed that under
suitable conditions on the point proceBsthere is a finite constant such that, conditional on the survival
of the branching process,

M, /n —~ almost surely.

When Hammersley initiated this research into the first-obd#navior ofM,,, he posed several questions to
which complete answers remain unknown. In particular, lkedsvhen more detailed information about
M,, — ~n than that given by the above law of large numbers can be fabwljt the expectation @f/,,, and
about whether the higher centralized momenté/fare bounded. Thanks to the work of several researchers
the answer to this question is now understood in great datdiln quite some generalityder the assumption
that P is almost surely finiteMy question is about how easily this assumption can be rethove

Open question 1:Under what conditions on the point procd3sloesE{ M, } have the fornun + blogn +
O(1), for some constants b > 0.

A technical difficulty to extending at least some of the tdghes that work wher is almost surely
finite, is the following. WhenP is almost surely finite, by randomly permuting the finiteplié&ement
children of each node, it is possible to assume that in fafittite displacements to the children of a node
are identically distributed. This yields that the sequenicdisplacements down any non-backtracking path
from the root using only finite-displacement edges, hasigpecthe behaviour of a random walk. Results
on sample paths of random walks (a how-standard technicareglyzing branching random walks) can then
be brought to bear on the problem. It turns ogjtthat this technique can also be made to work wiitn
is infinite if the inter-point spacings aP are independent and identically distributed. Howeves tnily
describes a relatively limited number of point processepotentially more powerful approach would be to
extend existing results on sample paths of random walksntdora-walk-like sequences of jumps where the
jumps are not necessarily iid. As this is potentially a bijwe, here is a concrete open problem which could
guide an attack via this sort of approach.

Open question 2:Let (z1, ..., x,) be real numbers with"""_, z; = s < /n. Find sufficient conditions on
(21,...,zy,) to ensure that it : [n] — [n] is a uniformly random permutation, then

i . 2
P ij>0,0<]<n :Q<;)

J=1
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Chapter 5

Small scale hydrodynamics:
microfluidics and thin films (10w5035)

Feb 07 - Feb 12, 2010

Organizer(s): Richard Craster (Imperial College London) G. M. Homsy (lémgity of
British Columbia) Demetrios Papageorgiou (Imperial Cgdié.ondon)

Context and Objectives

The meeting was organized from the point of view that a renatuis currently occurring in the miniatur-
ization of fluid mechanical devices. Many developments aresd by medical, biochemical, bioanalytical,
nanoliter scale chemical reaction engineering, and migidifl “lab-on-a-chip” devices. Still others find their
motivation in the development of advanced materials, sscugerhydrophobic and patterned surfaces with
unigue wetting, electrical and material properties, sskembled materials that acquire their structure as a re-
sult of non-hydrodynamic forces, and so-called ‘compleiiBu colloids, polymer solutions, and particulate
suspensions, that involve what is often counter-intuifiviel mechanical behavior. Electromagnetic forces,
surface tension and surface tension variations due to icauplith other fields, substrate variations, and
complex rheology all become more efficient at the small scaleolved and represent additional forces and
degrees of freedom that can be used to manipulate flows in regw.\Wrheories and approaches appropriate
for larger scale fluid mechanics are either not valid or nedtktre-interpreted or extended. For instance, the
devices feature fluid layers so thin that often gravity islevant while other forces created by, say, minute
temperature, chemical or wettability gradients becomeidamnt. Microfluidic devices often feature small
scale mechanical pumps, sensors, and strong coupling &etivermal, chemical, electromagnetic and fluid
velocity fields. The further advancement of such deviceslavgreatly benefit from mathematical modelling
and predictive analysis.

Scientists working on microfluidics, and thin films, ofteneoate in disparate and disconnected commu-
nities. The lead journals and scientific meetings are oftetedlifferent and often have different foci. The
sheer pace of progress means that many ideas and avenuesssitdypbeing pursued in parallel. Addi-
tionally, there is the lost opportunity for interdiscipdiry approaches that enable quantum leaps forward in
understanding and development of both new devices and néematical approaches. There is no obvious
venue where experimentalists, modellers, and appliedenadticians from the two communities are brought
into contact with the specific aim of identifying areas ripe $ynergistic advances. This workshop provided
exactly this venue.

Hence, the main objective of this workshop was to bring togethe leading researchers in microfluidics
and thin films from across several disciplines in order tédioawareness and the cross-disciplinary transfer
of ideas. The broad and interdisciplinary nature of theigigents led to a lively workshop characterised by
interaction and discussion.
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Scientific Progress and Outcomes

Participants were all allocated 25 minute talks with timedaestions and discussion built into the format.
The talks were grouped into sessions that followed broaddsethere was deliberately no attempt to separate
theory and experiment talks. The workshop allowed youngsearchers and postdocs to present their recent
results, while more experienced researchers tended tergresore of an overview of their research and
of their area. All presentations were of very high qualitg atimulated discussion, some leading to new
collaborations. The speakers, talk titles and abstraetisded in alphabetical order in the following section,
with the programme itself given at the end of the report. HWiytdhe programme was organised around
themes rather than methods allowing for maximal interactéiad, as can be seen from the absracts, was
strongly inter-disciplinary in nature.

By all measures, the workshop was a success. We were fullscebbd at 43 participants, the vast
majority of whom stayed for the entire week. In terms of demapgics, the speakers included 8 women
ranging from very senior full professors to assistant @sdes, postdoctoral researchers and PhD students,
all from major universities and highly-ranked departmerfthere was also an excellent mix of junior and
senior participants. There were 16 junior level reseashircluding 2-3 postdoctoral fellows, representing
a full 40 percent of the total number of attendees.

The workshop was very broad in scope, and encompassed tlindeaxperts in experimental, compu-
tational, and theoretical aspects of a wide range of phenam@his was one of its strengths, but makes a
concise summary of outcomes difficult. We include here thiewidng testimonials received, which give a
good representation of the success of the workshop.

“I really enjoyed the workshop, and | would like to thank yau §iving me the opportunity to come and
present my work. The organization was splendid, and it waarawice group of people. Also, | find that 25
minutes is sort [of] the ideal talk length... Regarding segj@ns for a future workshop, | think you should
definitely do it (or whoever else takes over, let me know if ymed some help by the way). The setup is
ideal, both for talks and informal discussions. | would segfgnaybe having a few more students come and
give talks (possibly shorter), as | think they would benefin mixing with the faculty. And, at least in my
mind, the more experimental talks, the better!”

“Thank you very much for organizing this outstanding worgslin such a nice environment! | think it
was useful for people working actively in the field and it wabble a good idea to organize something similar
in 2-3 years. | would suggest to enforce speakers to be omlshand to leave a bit more freedom when to
have dinner since some of us come from different time zones.”

“The meeting covered a wide variety of topics... with all pegat the forefront of the area. | enjoyed the
single session with all talks in the same lecture theatretimg new people and catching up with old friends.
The facilities, such as computing/printing etc includiing thall of residence were great. Nice informal
atmosphere with plenty of opportunity for discussions. Bmlus side also the fact that all attendees stayed
at the same hall. Overall a great experience, hope thereifafup meeting.”

“[The meeting] was one of the best if not the best meeting ehattended. The scientific program was
excellent and the workshop provided a very good opportunitiear what people are thinking about in
microfluidics etc. Without a doubt, it will influence the tigi; | work on next... The organization, facilities
etc. were all first class. Clearly, it would be very good tochalsimilar meeting again.”

“Thanks again for organizing such a wonderful meeting infBamd for inviting me to be a part of it. It
was a rare joy to spend four days in such a beautiful and sitimgl environment.”

“Great environment for a workshop — small, high quality apents, meals together, lounge, all con-
tributed to a very interactive environment. | met many pedphad not previously known, furthered one
collaboration and potentially started at least one othke rhnge of topics was great — a bit of eclecticism is
good in meetings like this but you don’t want too much. | thihis workshop struck the balance really well.

I would be excited to attend another in a couple years.”

“I particularly enjoyed the conference at BIRS. The formatllows for much greater interaction between
participants. As everyone stays in the dorm and eats in tle¢esa, it is difficult not to form contacts. As a
new worker, these sorts of contacts are invaluable to mek\Woad done impinged on two of the topics...
making several directly relevant to my research. In two @sthcases, the work discussed had not been
published and came from fields that | wouldn’t normally relad literature from... The mix of disciplines
meant that there were people | would not normally see talke mifix of theory and experiment made the
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conference particularly fruitful.... The organizationtbé conference around the topic of microfluidics rather
than a technique made this sort of interaction more likely,dvedit is due to the organizers for building a
program that was so well integrated.”

“I had an excellent time and learned a great deal. The nunfigarticipants was just right—I had the
chance to talk with everyone there. | also liked the lengttheftalks and the way there was usually a break
after every 2 or 3 talks. Of course, the setting and facditiere superb. | would support having a similar
workshop in the future, perhaps in 3 or 4 years... It would dedto bring in some new people so that there
are fresh viewpoints. | think it worked very well the way yoacdha mix of junior and senior people, and
people from a variety of disciplines and backgrounds.”

“The workshop was very good: impeccably organized, toimgtientific level, a spectacular location,
and wonderful food! | was very impressed by the standardeptiesentations: all speakers seemed genuinely
concerned to put over their work in a clear and interesting. wanade several new contacts, and got ideas
for problems to work on.”

“It was really one of the best workshops that | have attendedlong time and did provide new collabo-
rations and ideas, even in my own dept. It would be great te bawther workshop.”

“I am very honored to be invited to talk to such as distingatslaudience at this point in my career. |
learned a great deal in every talk and it was great to see whédlerange of problems and approaches
people are studying in the small scale fluids world. A numiigeople had suggestions for future directions
or directed me to relevant literature. |1 had an in depth dismn with one of the participants that will greatly
help with some of the problems that have cropped up in theseocafrmy experiments. The format was much
better than a national meeting-type conference (my onlgrgpoint of comparison). It really allowed for
some in depth conversations to happen. A particular highfigr me was having meals with everyone else
at the workshop. Not only was the food great, but it gave mesachto meet people | probably would have
never met at a national meeting in an informal environment.”

Summary of Presentations

Shelley Anna: The Impact of Surfactant Sorption Kinetics onMicroscale Tipstreaming In this talk,
we examine the role of surfactant adsorption and desorptidhe oil-water interface in the tipstreaming
process, in which submicron sized droplets are synthesieetbrmation of a thin thread emitted from a
larger parent drop.

Neil Balmforth: First contact in a viscous fluid A lubrication theory is presented for the effect of fluid
compressibility and solid elasticity on the descent of a-thrmensional smooth object falling under gravity
towards a plane wall through a viscous fluid. The final apgndaaontact, which takes infinite time in the
absence of both effects, is determined by numerical and pi®fim methods. Compressibility can lead to
contact in finite time either during inertially generateaitiations or if the viscosity decreases sufficiently
quickly with increasing pressure. The approach to conwatvariably slowed by allowing the solids to
deform elastically; specific results are presented for asetlping elastic wall modelled as a foundation,
half-space, membrane or beam.

Michael Booty: Surfactant solubility effectsWe investigate the influence of surfactant, and in particula
the influence of solubility of surfactant in the bulk flow, dmetevolution of a prestretched inviscid bubble
surrounded by a viscous fluid. Direct numerical simulatiabhfow Reynolds number show that insoluble
surfactant can cause the bubble to contract to form a geasigtslender thread connecting parent bubbles,
whereas in the absence of surfactant the bubble proceestdlgito pinch-off near a local minimum radius
of the initial profile. Surfactant solubility effects in tlBffusion-controlled regime are expressed by three
parameters, and we present results on the influence of thekesad formation. The simulations are comple-
mented by a long wave analysis for a capillary jet in the Sidla@v limit, which bears out the mechanisms
described in the simulations. With soluble surfactant,emdér thread forms but can pinch-off later due
to exchange of surfactant between the interface and extaul& flow. (Joint work with Yuan-Nan Young,
Michael Siegel, and Jie Li.)

Richard Braun: Models for the Dynamics of the Human Tear Film Lubrication theory is used to
describe the dynamics of models for the human tear film in dimeensional moving domains and two-
dimensional eye-shaped domains. In the latter, the boynttarditions and flow in the sub-millimeter
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menisci around the edge of the domain appear to be very imporResults for the two cases will be com-
pared and contrasted. (This work is in collaboration with.Kaki, W.D. Henshaw, P.E King-Smith, L. P.
Cook, T.A. Driscoll, and A. Heryudono)

Kenny Breuer: Droplet formation and contact line flows We look at a variety of problems motived
by contact drop deposition - the generation of small drops drydrophobic substrate generated using a
retracting needle. The resulting droplet size dependaglymn the complex interactions between the liquid
bridge surface tension, governing droplet pinchoff, arddbntact line motion which limits the liquid bridge
retreat as a depositing needle is withdrawn from the sulesti&le present theoretical results on the liquid
bridge stability with a moving contact line, and explore seasitivity of these results to the dynamic contact
angle behavior. These predictions are compared with @etakperiments on the droplet size, free-surface
shape and evolution and finally measurements, with subemieter scale resolution, of the flow near the
retreating contact line.

Joao Cabral: Spinodal Clustering of Nanoparticle-PolymerMixture in Thin Films We report the
spinodal clustering in polymer-nanoparticle mixtureshimtfilms of polystyrene (PS) and fullerenes C60.
Supported PS-C60 blend fims annealed above Tg develop swifatulations with dominant wavelength
lambda 1-10 micrometer, which depends on film thickness ¥6@EDnm), molecular mass Mw, temperature
T and time t. The initial wavelength scales with h and coargem kinetics follow\ ¢*. The morphology
eventually pins at long times~{72 h), while dewetting does not take place in this time frafewer law
exponents are found to be alpha=1/3 for large thick- ne$sesl(70 nm) and to decrease effectively to zero
as h— 20 nm. The spinodal morphology occurs for PS MwL0 kg/mol while dewetting suppression and
film stability is observed for lower Mw~2 kg/mol). The emergence of a spinodal topography in high-Mw
PS-C60 thin films results from the interplay between pagtdrticle and particle-substrate attraction.

Hsueh-Chia Chang: A Micro-Scale Electrokinetic Instability: Selection of the Over-Limiting Cur-
rent We show experimentally and theoretically that the ovetiimgi DC current across a membrane or an
electrode with a diffusion-limited electron-transfercgan is determined by a hydrodynamic instability re-
lated to miscible fingering. An ion-depleted zone developsnoe side of the membrane and propagates
into the bulk as a diffusion front. However, the diffusiooifit destabilizes at a particular distance from the
membrane, which is determined with a spectral theory spdoifihe self-similar diffusion front, and selects
the depletion layer thickness to determine the ion flux dgmgithe overlimiting current region.

Richard Craster: Rupture and interfacial deformation of el ectrokinetic thin films We investigate the
evolution of an electrolyte film surrounding a second etdgte core fluid inside a uniform cylindrical tube
and in a core-annular arrangement, when electrostaticlanti@kinetic effects are present. The limiting case
when the core fluid electrolyte is a perfect conductor is érach We analyse asymptotically the thin annulus
limit to derive a nonlinear evolution equation for the irfiéaial position, that accounts for electrostatic and
electrokinetic effects and is valid for small Debye lengtihat scale with the film thickness, that is charge
separation takes place over a distance that scales witmthdaa layer thickness. The equation is derived
and studied in the Debye-Huckel limit (valid for small potials) as well as the fully nonlinear Poisson-
Boltzmann equation. These equations are characterised ®jeatric capillary number, a dimensionless
scaled inverse Debye length and a ratio of interface to viediteostatic potentials. We explore the effect of
electrokinetics on the interfacial dynamics using a lingability analysis and perform extensive numerical
simulations of the initial value problem under periodic hdary conditions. Allied nonlinear analysis is
carried out to investigate fully singular finite-time rupguevents that can take place. Depending upon the
parameter regime, the electrokinetics either stabilisdestabilise the film and, in the latter case, cause
the film to rupture in finite time. In this case, the final film pkacan have a ring or line-like rupture; the
rupture dynamics are found to be self-similar. In contriaghe absence of electrostatic effects, the film does
not rupture in finite time but instead evolves to very longetl quasi-static structures that are interrupted
by an abrupt re-distribution of these very slowly evolvingps and lobes. The present study shows that
electrokinetic effects can be tuned to rupture the film irtditime and the time to rupture can be controlled
by varying the system parameters. Some intriguing and rosledviour is also discovered in the limit of
large scaled inverse Debye lengths, namely stable and fmoaotuniform steady state film shapes emerge
as a result of a balance between destabilising capillagefand stabilising electrokinetic forces.

Brian Duffy: Quasi-steady spreading of a thin ridge of fluid with temperature-dependent surface
tension on a heated or cooled substratéVe derive an implicit solution of the thin-film equations fine
free-surface profile of the ridge, and use this (along withaanker law for the moving contact lines) to
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examine the possible forms that the ridge’s evolution mkg.tén some cases we find that there may be three
(qualitatively different) stable "stationary” states. i§lis joint work with G. J. Dunn, S. K. Wilson and D.
Holland.

Jan Eijkel: The generation of sub-micrometer droplets in a microfluidic system and their self-
organization into 3D latticesWe generated O/W droplets at the interface between a nanoeh@ 00-900
nm high) and a microchannel (10 micrometer high). Droplets &vdiameter downto 700 nm were produced.
Under certain conditions the droplets spontaneously azgdrinto a 3D lattice inside the microchannel. The
droplet formation mechanism at the nanochannel/micraghlénterface involves the formation of thinning
oil filaments extending to the interface, and at presentisinderstood.

Eliot Fried: Derivation of a dynamical equation for the contact line of an evaporating sessile drop
During the early 1950s, J.D. Eshelby developed a framewarltfe defective crystal lattices. Central to
that framework is the notion of configurational force. Wter&lewtonian forces are linked to the motion of
material particles, configurational forces are associatéudefects that may move with respect to material
particles. For crystals, examples of such objects inclogririties, dislocations, cracks, and phase interfaces.
Eshelbys approach involved a creative synthesis and eaten$ ideas appearing in J.L. Lagranges work
on generalized coordinates and forces, J.W. Gibbs work eretfuilibrium of heterogeneous substances,
J. Larmors work on the luminiferous aether, and E. Noethenkwn conservation laws arising from the
invariance of functionals. In Eshelbys approach, the confiional force acting on a defect is determined by
computing the variation of the total energy with respecttarges in the configuration of the defect. Eshelbys
contributions set the stage for many important contrigi the study of defects in solids, perhaps the most
celebrated of these being to fracture, where the relevarfiqaorational force acts at the tip of a crack and
is the J-integral derived independently, and without krealgle that Eshelby had done so previously, by G.P.
Cherepanov and J.R. Rice.

Being variational, Eshelbys approach is predicated on theigion of constitutive relations. Further,
it allows for at most infinitesimal departures from equilibm and accounts only artificially for dissipative
mechanisms which generally accompany the motion of def&gginning in the early 1990s, M.E. Gurtin
constructed a theory that frees Eshelbys framework of thesteictions. This approach distinguishes care-
fully between basic laws, which hold for large classes ofanals, and constitutive relations, which distin-
guish between different classes of materials. Configunatiforces are treated as primitive and are assumed
to obey a balance distinct from the conventional balancdsefr and angular momentum. Further, power
expenditures associated with the motion of defects areuated for properly in the statement of the energy
balance and the entropy imbalance is used to determineqatlysreasonable restrictions on constitutive
relations. A major advantage of Gurtins theory is that disjestich as the J-integral arise independent of
constitutive assumptions and encompass not only to thdatdmrlastic case but also to cases where inelastic
effects are present.

Recently, Gurtin's approach has been used to develop aytfaoevaporation and other fluid-fluid phase
transformation, with focus on interfacial equations. lis tialk, that theory is extended to yield a dynamical
equation the contact line of an evaporating sessile dropdtlition to bulk and interfacial excess quantities,
this equation accounts naturally for the energy of the artitae and for frictional terms that have previously
been included on an ad hoc basis.

Michael Graham: Transport and collective dynamics in suspasions of swimming microorganisms
A suspension of swimming organisms is an example of an activeplex fluid. At the global scale, it has
been suggested that swimming organisms such as krill cainnaiking in the oceans. At the laboratory scale,
experiments with suspensions of swimming cells have redeaiaracteristic swirls and jets much larger than
a single cell, as well as increased effective diffusivityraicer particles. This enhanced diffusivity may have
important consequences for how cells reach nutrients, iadittates that the very act of swimming toward
nutrients alters their distribution. The enhanced diffitgihas also been proposed as a scheme to improve
transportin microuidic devices and might be exploited ienmiidic cell culture of motile organisms or cells.

The feedback between the motion of swimming particles aadlthd flow generated by that motion is
thus very important, but is as yet poorly understood. In phésentation we describe theory and simulations
of hydrodynamically interacting microorganisms that skeche light on the observations. In the dilute limit,
simple arguments reveal the dependence of swimmer and traloeities and diffusivities on concentration.
As concentration increases, we show that cases exist irhvilhcswimming motion generates dramatically
enhanced transport in the fluid. This transport is coupletti¢cexistence of long-range correlations of the
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fluid motion. Furthermore, the mode of swimming matters inualgative way: microorganisms pushed
from behind by their flagella are predicted to exhibit enlehiransport and long-range correlations, while
those pulled from the front are not. A physical argument sutga by a mean eld theory sheds light on the
origin of these effects. These results imply that diffetgpes of swimmers have very different effects on
the transport of nutrients or chemoattractants in theiirenment; this observation may be related to the
evolution of different modes of swimming.

Michael Gratton: Suppressing van der Waals driven rupture through shear. An ultra-thin viscous
film on a substrate is susceptible to rupture instabilitiégeth by van der Waals (London dispersion) attrac-
tions. When a unidirectional “wind” shearis applied to the free surface, the rupture of instabilitiretvo
dimensions is suppressed forgreater than a critical value. and is replaced by a new, permanent, finite
amplitude structure, a Dispersion-Capillary Wave thatdlsat approximately the speed of the surface. If
three-dimensional disturbances are allowed, the sheadsupled from disturbances perpendicular to the
flow, and line rupture would occur. In this case, replacing tinidirectional shear with a new shear whose
direction rotates with angular speedsuppresses the rupturerif>~ 27.. For the maximizing wave number,
7. ~ 1072dynem =2 atw ~ 1rads~! for a film with physical properties similar to water at a thielss of
100 nm.

Anette Hosoi: Low temperature solvent annealing of organichin films These are films made of or-
ganic materials for use in electronics and LCD panels. Irotaincrease mobility, it is necessary to convert
the amorphous state to a crystalline one. | will discuss leagerimental results and models describing the
annealing process.

Serafim Kalliadasis: Influence of spatial heterogeneitiesmocontact line dynamicsWe consider con-
tact line motion over spatially heterogeneous substrayessing a two-dimensional droplet of a partially
wetting fluid spreading over such substrates as a modelsydthe spreading dynamics is modelled under
the assumption of small contact angles where the long-wavaresion in the Stokes-flow regime can be em-
ployed to derive a single equation for the evolution of thepdiet thickness. Through a singular perturbation
approach, the flow in the vicinity of the contact line is matdtasymptotically with the flow in the bulk of the
droplet to yield a set of two coupled differential equatiémisthe spreading rates of the two droplet fronts.
Analysis of these equations for deterministic substratgsals a number of intriguing features that are not
present when the substrate is flat. In particular, we dematesthe existence of multiple equilibrium states
whichallows for a hysteresis-like effect on the apparentact line. Further, we demonstrate a stick-slip-type
behaviour of the contact line as it moves along the locaktianms of the substrate shape and the interesting
possibility of a relatively brief recession of one of the tamt lines. Finally, our formalism is used to in-
vestigate droplet equilibria in the presence of smalleocaindom substrate variations. Using an appropriate
stochastic representation for such substrates, we pravidéional definition of "substrate roughness” and
we assess the statistics of droplet equilibria and dynaafidsoplet spreading via a perturbation approach.

R. Krechetnikov: On Marangoni-driven interfacial singularities and their resolution In this talk
I will discuss the origin and physical mechanisms of Maramgtriven singularities at fluid interfaces, in
particular in the context of tip-streaming problems, areldievelopment of a mathematical theory aimed at
their resolution.

Satish Kumar: Stretching and Slipping of Liquid Bridges near Plates and CavitiesThe dynamics
of liquid bridges are relevant to a wide variety of applioas including high-speed printing, extensional
rheometry, and floating-zone crystallization. Althoughyatudies assume that the contact lines of a bridge
are pinned, this is not the case for printing processes ssi@ravure, lithography, and microcontacting.
To address this issue, we use the Galerkin/finite elemerttaddb study the stretching of a finite volume
of Newtonian liquid subject to contact line slip and confiretween (i) two flat plates, one of which is
stationary and the other moving, and (ii), one moving flatgofnd a stationary cavity.

Eric Lauga: Small-scale swimming: Physical and mathematial constraints Fluid mechanics plays a
crucial role in many cellular processes. One example istterral fluid mechanics of motile cells such as
bacteria, spermatozoa, and essentially half of the migardsms on earth. In this talk we discuss the basic
fluid mechanics processes relevant for cell locomotion.

Charles Maldarelli: The Self-Propulsion of a Droplet in a Two-Dimensional Microchannel Driven
by a Gradient in the Superhydrophobicity of the Channel Walls Methods for the propulsion of aqueous
droplets through a network of microfluidic channels is cairtty the development of lab-on-chip technologies
for chemical analysis. These technologies use the codadinfficking and combination of droplets moving
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through the microfluidic network to execute the fundamestigbs of dilution, reaction and separation which
are involved in a chemical study. The dominance of capiltarges on the microfluidic length scale suggests
their use in devising mechanisms for the droplet motion Waild be self-propelling, and would therefore
not require off-chip sources of power to actuate the motidhis study examines the hydrodynamics of
contact angle propulsion of droplets in microfluidic chasn&/e consider the propulsion of a single droplet
which occludes a two dimensional channel filled with air. Bnes representing the interfaces (menisci) of
the droplet intersect the inside surface of the channelig fiontact angles with the magnitude of the angle
and hence the curvature of the arcs determined by the sufeergy of the walls. In contact angle propulsion,
the capillary pressure in the liquid under the menisci olnegiend of the droplet is used to propel the droplet
down the channel. If the channel walls are modified so thattimtact angle of an aqueous phase in contact
with the channel wall changes with position down the charandfop situated in this gradient will experience
a difference in the curvatures and capillary pressuresdmatits two ends which can propel the droplet. We
consider the case in which gradients in the contact anglgexrerated on a microtextured surface. Aqueous
droplets in contact with hydrophobic, microtextured sae&trap air in the gaps between the solid parts of the
texture creating very large (super hydrophobic) contagtem(Cassie-Baxter wetting) relative to the plane
of the wall. A gradient in contact angle along a channel waated by a gradient in microtexture is ideal for
propelling droplets because the droplet liquid moves watthuced friction over the cushions of trapped air,
and the larger contact angles allow drops to roll, which enév liquid from being left behind a moving drop.
A simple model of a surface embedded with a uniform micratexts constructed consisting of contiguous
half disks of a given radius and surface energy with the deskears arranged in a straight line parallel to
the plane of the wall. Low Reynolds number solutions for thespure driven movement of a semi-infinite
slug through the channel are obtained to identify the camitfor Casie-Baxter wetting. Gradients in the
microstructure are also constructed to study propulsioicrdfexture gradients are obtained by increasing
the radius of the disks in the direction down the channel evkéeping the height of the disks relative to
the plane of the wall constant. Solutions are obtained ferviglocity of droplets along these surfaces as a
function of the microtexture parameters and surface hyubjzity.

Omar Matar: Interfacial flows in the presence of additives The presence of additives, which may or
may not be surface active, can have a dramatic influence erfaotal flows. The presence of surfactants
alters the interfacial tension and drives Marangoni flovt kbads to fingering instabilities in drops spreading
on ultra-thin films. Surfactants also play a major role integaflows, foam drainage, jet breakup and
may be responsible for the so-called “super-spreadingropsl on hydrophobic substrates. The addition
of surface-inactive nano-particles to thin films and drolse anfluences the interfacial dynamics and has
recently been shown to accelerate spreading and to modifpaiing characteristics of nanofluids. These
findings have been attributed to the structural componetgodisjoining pressure resulting from the ordered
layering of nanoparticles in the region near the contaet lim this talk, we present a collection of results
which demonstrate that the above-mentioned effects oéstanfits and nano-particles can be captured using
long-wave models.

M.J. Miksis: Dynamics of Lipid Bilayer Vesicles in Viscous How The dynamics of a lipid bilayer
vesicle in a Stokes flow is studied. The model accounts fob#aling resistance of the membrane, the
transport of lipids along the monolayers, and the slip betwiee monolayers. Small amplitude perturbations
from a spherical vesicle are considered and at leading cadhemlinear system of equations for the dynamics
of the interface and the mean lipid density is found and stldi

Sushanta Mitra: Capillary Flow for Microfluidic Applicatio ns Capillary flow is often used in various
microfluidic devices like Lab-on-a-Chip (LOC) to transpbidmolecules, chemicals, and analytes from the
inlet reservoir to different locations within the device heTtalk will discuss the mechanism of capillary
transport in microchannels in presence of a finite resemalrme. The influence of microbead suspension
on the capillary flow will also be discussed. Often electrigglds are also used in a LOC to manipulate
analytes of interest. A mathematical framework to invegggthe combined electroosmotic and capillary
flow will be presented. The talk will end with an applicatiohaapillary transport through a microfluidic
device with integrated pillars.

Susan J. Muller: Experiments in microfluidic stagnation point flows: opportunities for trapping,
deforming, and analyzing DNA, vesicles & other microscale lojects We have designed and fabricated a
series of microdevices that create stagnation points attwhicroscale objects may be trapped and subjected
to flow forces. In the simplest of these, the cross-slot, osicale objects such as DNA may be trapped and
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stretched to a steady-state extension that is determingelipw strength, as demonstrated by the pioneering
work of Chu and co-workers (Science, 276, 1997). We will préshree extensions of this idea: 1) the design
and use of more complex devices to allow the systematictianiaf flow type as well as flow strength near
the stagnation point (the microfluidic four-roll mill) , )& use of stagnation point flows for single molecule
studies of enzyme binding kinetics and sequence detectidiNA, and 3) the use of stagnation point flows
for studies of the dynamics of vesicles.

A. Pascall: Induced charge electrokinetics over controllaly contaminated electrodesExperimental
data on induced charge electro-osmosis (ICEO) and reldtedgmena have shown that the standard theory
consistently overpredicts slip velocities by up to a fa@bd000. Here we present experiments in which
we controllably ‘contaminate’ the metallic surface withtant dielectric film or Au-thiol self assembled
monolayer, and derive a theory for ICEO that incorporatet halielectric effects and surface chemistry,
which both act to decrease the slip velocity relative to adal metal. Data for over a thousand combinations
of electric field strength and frequency, electrolyte cosifpan, dielectric thickness and surface chemistry
show essentially unprecedented quantitative agreemémbwi theory.

D.T. Papageorgiou: Electrostatically induced instabilites in interfacial flows. Several problems will
be discussed where electric fields are used to either enlmnmasluce interfacial instabilities found in a
wide class of viscous flows. For example, electric fields aastabilise two-layer shear flows or falling film
flows at small Reynolds numbers, and can increase the defiomad viscous drops suspended in a Couette
device. In the case of axisymmetric liquid jets, we predistabilisation of the capillary pinching event
accompanied with the formation of liquid microthreads. Vée @ combination of asymptotically derived
evolution equations and direct numerical simulations oheotto analyse such probelms.

Sumita Pennathur: Fundamental transport of electrolyte sdutions in nanofluidic channels with
finite wall charge In this talk, | would like to present both theoretical and esimental results pertaining to
electrolyte flow in nanofludic channels. This will includeacimels of different heights, electric double layer
thicknesses, and surface wall charge composition, as weliff@rent electrolyte fluids. Both pressure-driven
and electroomostic flow will be investigated.

Nikos Savva: Three-phase contact line at small scaM/e investigate the area around an equilibrium
three-phase contact line at a small scale by using a demsitfibnal approach. A typical system is made of
a planar wall in contact with a Lennard-Jones gas below titieartemperature. The wall exerts an attractive
force on the fluid molecules so that a thin film can usually fdretween the wall and the gas. We focus
on two cases. When the chemical potential is smaller thagoigxistence value and the system presents a
phase transition with respect to the film thickness, we erarthie area between the two equilibrium film
thicknesses. It appears to be smooth and several moledataeters long. When the chemical potential is
at its coexistence value, computations of the equilibrilensity profiles show a well formed contact angle
whose value follows closely the Young equation. A deviafiom this equation is observed in the immediate
vicinity of the contact line.

Eric S.G. Shaqgfeh: The Microfluidics of NonSpherical Collodal Particles and Vesicles with Appli-
cation to Blood Additives Many dispersions of colloidal particles with applicationmaterials processing,
biological assays, or medicine, contain elongated pagi@.g. ellipsoidal disks, rods, etc.) Recently these
particles have been used in drug delivery applicationsuseaf the inability of leukocytes to easily rid them
from the circulation. Moreover such particles are usefuhatnanoscale for application in cancer therapies,
either for detection of tumor vasculature or for the deljvef anti-cancer agents to tumor endothelial cells.
Thus, the study of anisotropic particulate flows with adbesn microchannels especially in mixtures with
vesicle flows (i.e. red blood cells) has taken on a partitylerportant set of engineering applications. We
will review our computer simulations of these processeh witiew toward virtual prototyping and engineer-
ing these therapies.

Amy Shen: Complex fluids under confinement and flowl he flow of complex fluids in confined geome-
tries produces rich and new phenomena due to the interdatiioveen the intrinsic length-scales of the fluid
and the geometric length-scales of the device. In this talkll choose two model systems to illustrate the
idea. First, | will focus on a micellar solution system thaglgls a novel route to synthesizing bio-compatible
nanoporous sol-gels. Through a combination of experimedtraodeling | will show how self-assembly,
confinement, and flow can be utilized to control fluid microsture and system phase transitions, and thus to
enhance the controlled synthesis of bio-compatible neverizds. Second, | will illustrate how confinement
and flow can modify the self-assembly of supramolecular bgdls and their subsequent thermal properties.
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Mike Siegel: A hybrid numerical method for fluid interfaces with soluble surfactant

We address a significant difficulty in the numerical compatatf fluid interfaces with soluble surfactant
that occurs in the practically important limit of large buiRlkeclet number Pe. At thigh values of Pe in typical
fluid-surfactant systems, there is a transition layer nleariiterface in which the surfactant concentration
varies rapidly. Accurately resolving this layer is a chiagle for traditional numerical methods but is essential
to evaluate the exchange of surfactant between the integiad bulk flow. We present recent work that uses
the slenderness of the layer to develop a fast and accungbeidh numerical method that incorporates a
separate analysis of the dynamics in the transition layterarfull numerical solution of the interfacial free
boundary problem.

Todd Squires: Microrheology of phospholipid monolayers: drect visualization of stretching, flow-
ing, yielding and healingWhile the static properties of fluid-fluid interfaces havaddeen studied — and
continue to be — the dynamic properties of interfaces hawegor more elusive. | will describe a new tech-
nigue we have developed to measure the interfacial rheeldbe viscous and elastic properties — of fluid-
fluid interfaces, typically laden with some surface-acsipecies (molecular surfactants, copolymers, colloids,
etc.). Using microfabrication techniques, we make ferrgnadic, amphiphilic microdisk probes that are ide-
ally suited for active interfacial microrheology. By apjply an oscillatory torque using electromagnets, and
measuring the resulting (oscillatory) displacement, veata a small-scale Couette interfacial rheometer that
is exceedingly sensitive to the rheology of the interfacenoel feature is our ability to directly visualize
the interface during the measurement, which allows us &ctyr correlate the microstructural deformation
with the measured response. In particular, we explore tieatiand nonlinear rheology of a monolayer of
the phospholipid DPPC in the liquid-condensed phase, wbighexperiments reveal to have a far richer
dynamical response than has been previously reportedriicydar, we demonstrate viscoelasticity, history-
dependence, yielding, aging and a surprisingly long-lieabil, which we relate directly to deformation and
cooperative motion of individual LC domains.

Kathleen Stebe: Orientation and Assembly of anisotropic peticles by capillary interactions There
is significant scientific and technological potential ifiable means are developed to assemble anisotropic
particles into ordered structures. Capillary attractiafds promise as a means of orienting, assembling
and positioning particles. Capillary interactions ariperganeously between partially wet particles at fluid
interfaces. Particles at interfaces deform the interfacsatisfy their wetting boundary conditions. The
deformations expand the area of the interface relative ttamap case. The product of this excess area
and the surface tension is an excess energy associatedheitmatticle. Capillary attractions arise when
deformation fields from neighboring particles overlap;ekeess area created by the particles decreases as the
particles approach each other. Capillary interactionsererkably large; the surface tension of an aqueous-
air interface is 72 mN/m or 18 kT/nm2, so the elimination oéevl nm2 of surface area translates into
significant energy reduction in particle assembly. Heretigdas with shape anisotropy create undulations
with excess area that can be locally elevated at certaititotsaaround the particle. The local elevation of
excess area (and therefore excess energy) makes thesecsitems for preferred assembly, causing particles
to orient and aggregate in preferred orientations. We pteseans to dictate object orientation, alignment,
and the sites for preferred assembly, including means ahpting registry of features on particles. We also
demonstrate that particle deformation fields interact wiglckground interface shape to assume preferred
alignments. These ideas are developed for the example giiacircular cylinder using analysis, experiment
and numerics. A series of other shapes are then studiedistrilte the generality of the concepts developed.

Paul Steen: Vibrations of a constrained cylindrical interfacePinning a cylindrical liquid/gas interface
along an axial line stabilizes the Plateau-Rayleigh iribtghas is well-known. We generalize this kind of
constraint to include partial contact of the liquid with anémrming solid support, and study the stability
limits and the inviscid capillary oscillations of the infece, as both depend on the extent of constraint.

Jean-Luc Thiffeault: Nonlinear dynamics of phase separatin in thin films We present a long-
wavelength approximation to the Navier-Stokes Cahn-&tilliequations to describe phase separation in thin
films. The equations we derive underscore the coupled behiawf free-surface variations and phase sep-
aration. We introduce a repulsive substrate-film intecaicpotential and analyse the resulting fourth-order
equations by constructing a Lyapunov functional, whichmbmed with the regularizing repulsive poten-
tial, gives rise to a positive lower bound for the free-soefheight. The value of this lower bound depends
on the parameters of the problem, a result which we compaterwimerical simulations. While the theo-
retical lower bound is an obstacle to the rupture of a film thaially is everywhere of finite height, it is
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not sufficiently sharp to represent accurately the parac@épendence of the observed dips or ‘valleys’ in
free-surface height. We observe these valleys across zeome® the concentration of the binary mixture
changes sharply, indicating the formation of bubbles. Iinee carry out numerical simulations without
the repulsive interaction, and find that the film rupturesnitditime, while the gradient of the Cahn—Hilliard
concentration develops a singularity.

Dmitri Tseluiko: Electrified liquid flms When applied, an electric field affects the stability of ald)
film and can either reduce or promote irregularities in tha flurface, both of which can be desirable for
applications. | will consider various situations when agcglic field acts of liquid films flowing down flat
plates or over topographical features.

Jean-Marc Vanden-Broeck: The influence of electric fields omonlinear free surface flowsNonlinear
free surface flows in the presence of electric fields are studBoth inviscid and viscous fluids are consid-
ered. The mathematical problem involves solving the fluidimamics equations coupled with the Maxwell
equations. Fully nonlinear solutions are obtained by bamnéihtegral equation methods and asymptotic
solutions are derived for thin films.

Thomas Ward: Droplet production in a microfluidic flow focusi ng device via interfacial saponifica-
tion chemical reactionMicrofluidic flow-focusing technology will be used to invasdte the production of a
surfactant via an interfacial chemical reaction. In thessioge of a chemical reactions the drop shapes remain
constant from the time of break up at the flow-focusing nomzi#él they exit the channel. In the presence
of the chemical reaction there is modification of the shapeedding on the reactant concentrations. These
values are measured for a variety of flow conditions with olzgale trends that seem to depend on the reac-
tion rate, suggesting that the Damkdhler number may be that suitable parameter for characterizing these
types of flows.

Stephen Wilson: Theoretical and Experimental Studies of Doplet Evaporation Combined pro-
gramme of physical experiments and mathemtical theory hasrew light on the ubiquitous problem of
droplet evaporation, in particular the key role the subbstaad the atmosphere play in this physically impor-
tant problem. In this talk I'll review our recent work in thégsea and highlight directions for future study.

Leslie Yeo: Peculiar Interfacial Phenomena Driven by Surfae Acoustic WavesThe fluid-structural
coupling arising from the large substrate acceleratigqécally up to 10 million g’s, associated with surface
acoustic waves give rise to peculiar microscale colloidal mterfacial phenomena. Interesting free surface
colloidal patterning dynamics are observed at the low posperctrum whereas interfacial destabilization
leading toward long slender jets and even drop atomizaf@bserved at the high power spectrum. These
uniqgue phenomena provide ample opportunities for furtheestigation, particularly with regards to the
fundamental physicochemical mechanisms governing théyonderstood behaviour and their application
for ultrafast microfluidic actuation and manipulation.

Hong Zhao: Direct numerical simulation of vesicle dynamicsin shear flow and generalized lin-
ear flows The dynamics of vesicle in shear flow and generalized linearsflis of intense research interest.
Besides the tank treading and tumbling motions that areigieztiby the classic Keller—Skalak theory, the
vesicle can undergo a third “trembling” motion as observedxperiment. There have been several pertur-
bation theories for explaining the phenomena and predjdtie boundaries of flow regime transition. We
herein perform high—fidelity direct numerical simulatichst are based on Stokes—flow boundary integral
equations, where the vesicle is modeled as a bending-ingsisto-dimensional incompressible fluid that is
commonly accepted and used in perturbation theories. Thettaading angles obtained numerically agree
well with experiments. Under different flow parameters,tltee motion patterns (tank—treading, tumbling
and trembling) are obtained unambiguously from our deteistic simulations. The transition boundaries
between flow regimes are determined for vesicles of sevedaiaed volumes, and are compared with both
experiments and perturbation theories.
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An emerging field

Many geometric objects arising naturally in science antretogy possess two desirable properties. They
areconvexandsemialgebraicConvex sethave the property that one can move between any two of itdpoin
along a straight line without leaving the s&emialgebraic setsan be described by combining polynomial
inequalities by simple logical operations. The areas ohmatatics primarily investigating these objects are
Convex AnalysiandReal Algebraic Geometryespectively. Algorithmically, the property of being cex
and a semialgebraic description of a set can both be exgle#eh on its own. However, at the moment, these
methods are totally different and disjoint with huge lintibas.

Convexity can lead to very fast numerical algorithms forigating a geometric object. However, for
these algorithms to work, one needs additional structurk ag an easily computable self-concordant barrier
function on the interior of the set [17]. For semialgebratssvery general symbolic algorithms are known
to investigate and handle them [4]. However, these algostire often not efficient enough for practical
purposes.

In spite of their ubiquity, the investigation of the spededtures of convex semialgebraic sets have been
neglected for a long time. Only in recent years have new tgsmld methods come up that have resulted in
these geometric objects receiving attention from a widgeaof areas including Classical Algebraic Geom-
etry, Complexity Theory, Control Theory, Convex Geomefynctional Analysis, Optimization Theory and
Real Algebraic Geometry [22, 13, 15, 24, 1, 27]. Starting lb&n a decade ago, there have been more and
more meetings where people from some of these areas havetogatker, with convex semialgebraic sets
serving as a central tool of common interest.

The motivation behind organizing this meeting was the ra#ibn that it is now time for the emergence
of an area of research where convex semialgebraic setseacetitral objects of study rather than supporting
tools. We call this are€onvex Algebraic Geometignd it is devoted to the systematic study of convex
semialgebraic sets.

The objects of study

Our objects of study live most of the the time inafdimensional Euclidean space, i.e., a space spanned by
n axes, any two of which are perpendicular. One-dimensigreate consists just of one axis, and its convex
subsets are intervals (which also happen to be semialggbrai
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The first non-trivial, but still very special case, is thatwb-dimensional space. This is a plane spanned
by two axes which meet in aorigin. Figures in this plane can often be nicely visualized by dngwthem on
a sheet of paper. Examples of convex semialgebraic sulfdbis plane include single points, line segments,
open and closed discs (more generally, an open disc togeithea finite number of connected subsets of its
boundary), the closed or open area circumscribed by a taaadrapezoid or an octagon (or more generally,
a convex polygon). Itis also possible to round the cornemsioh shapes. As another example, the set of all
points(x,y) with y > 22 (the area above a parabola) is a convex semialgebraic setelmannot replace?
by exp(x) here since then we no longer have a semialgebraic set.

Though each of our eyes sees only a two-dimensional picfurerenvironment, we are used to thinking
in three dimensions since three-dimensional space islyoaajood model for the space in which we live.
Examples of convex semialgebraic subsets of three-dirmeakspace include balls, cones, pyramids, cylin-
ders and platonic solids like a tetrahedron, a cube, antwadran, a dodecahedron, an icosahedron, the small
rhombicosidodecahedron or the deltoidal hexecontaheddealized pie slices and houses are also convex
and semialgebraic. Again one can round the corners. Intyeali egg is not convex since one can discover
little hills on the eggshell by looking at it under a micropeo Also its surface is unlikely to be semialgebraic
since it is the result of a biological process. But for allgiigal purposes we can think of an egg as being
convex and semialgebraic. This is also true for the shapeaofynbut not all, potatoes.

Mathematicians are used to investigating spaces with nharethree dimensions. In fact, they carry over
almost all geometric notions at least to arbitrary finite eiision. One of the many reasons for this is that our
brain has a strong capacity to think in geometric terms, aadvant to use this capacity to also understand
phenomena which cannot be described by three coordinalgs Dime most prominent example of this is
to think of time as an additional space coordinate. For exaenip analyze an ice hockey game, it might
be sufficient to think of the positions of the players and thekpat any given time as differently colored
points in two dimensional space. Using the third coordifiatéime, these positions move along differently
colored curves in three-dimensional space which can be ag@anbraid. For a football game, it might be
more appropriate to start already with three dimensionsaaiddime as a fourth dimension.

By means of analogy (passing from three to four dimensionsush like passing from two to three di-
mensions) and formal logic, mathematicians manage to dxkeir geometric intuition to higher dimensions.

It is a daily routine for them to think geometrically in higlimensional spaces. For example, the space of
possible states of an engine could consist of many cooebrtEscribing such parameters as the position and
speed of the cylinders as well as temperature and presside ithem. Thinking of it as a geometric object
helps in understanding how to steer it from one state to @noth

Convexity is highly desirable for many purposes [26, 2, 3.islone of the most useful features for
navigating a geometric object. The class of semialgebe&; sn the other hand, is perhaps the most obvi-
ous class of nonlinear geometric objects that should, imcfpie, be amenable to algorithms. Thus convex
semialgebraic sets in an arbitrary finite-dimensional spae interesting objects of study especially since
techniques which make use of both convexity and the sentiedgeproperty are ill-developed at present.

Spectrahedra and linear matrix inequalities

Symbolic computation with semialgebraic sets is a classidaject. Extensive work has been done on such
problems such as, effective real quantifier eliminatiompating the connected components of the set, poly-
nomial system solving, and computing the dimension [4]hmpresence of convexity, it should however be
possible to solve many of these algorithmic issues in a munte reffective way.

Traditionally there are also a lot of techniques, mainly imerical computation (and here in Convex
Optimization [17]) that take advantage of convexity. Peghthe most prominent example is Linear Pro-
gramming (LP) which is used in a lot of real world applicaton

Until recently, there were very few techniques combining tionvex and the semialgebraic points of
view. A very interesting new line of research tries to exp&emidefinite Programming (SDP) for handling
convex semialgebraic sets. SDP is an increasingly wellkngeneralization of LP which still has nice
theory and for which good software packages exist. Wher@ass loptimization of a linear function on a
polyhedron (i.e., a solution set of a system of linear indijag), SDP is optimization of a linear function on
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aspectrahedroni.e., a solution set of Bnear matrix inequality(LMI). An LMl is an inequality of the form
L(z) =0 (x e R™) (6.1)
wherelL is a symmetric linear matrix polynomial, i.e.,
L=Ay+ X1A1+ -+ X, A,

where each; is a symmetric x s-matrix, the X; are variables ang 0 means positive semidefinite (i.e.,
all eigenvalues are nonnegative). When one restrictsitite be diagonal matrices, then (6.1) is just a linear
system of inequalities. In some vague sense, spectrahedr&@P generalize polyhedra and LP in much
of the same way that symmetric matrices generalize diagoatices. Because symmetric matrices can be
diagonalized, much of the theory of LP (such as interior poiathods, see [17]) goes through for SDP. On
the other hand, SDP is much more expressive than LP as caebédeigure 1.

Figure 6.1: A spectrahedron defined by the linear matrixidity I + zA +yB +2C =0 (z,y,2 € R3)
with 10 x 10 matricesA, B andC' whose entries were uniformly and independently chosen gmadn0 and
1, and its intersection with the plane definedy- 0.
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An LMl is likely to be a good representation of a convex segealraic set. It makes convexity an obvious
feature of the set whereas in a semialgebraic descriptilmyieal formula involving polynomial inequalities)
the convexity is usually hidden. One of the current core tioes in Convex Algebraic Geometry is which
convex semialgebraic sets are defined by an LMI, i.e., aretgiedra, see Section 6. Another extremely
important question is what can be modeled by SDP using slad&bles, i.e., which sets are projections (or
equivalently, linear images) of spectrahedra, see Se6tion

Rigidly convex sets and real zero polynomials

For trivial reasons not every convex semialgebraic set igeztsahedron. An important question is what
makes a convex semialgebraic set a spectrahedron? For lexspegtrahedra are always closed. It is also
known that spectrahedra share other special propertibpwiyhedra (e.g., they are basic closed and all their
faces are exposed). All properties of spectrahedra knowlmeatnoment are subsumed by a crucial notion
introduced by Helton and Vinnikov calletfjid convexity[11]. To explain this notion, we need to introduce
the notion of real zero (RZ) polynomials.

A polynomialp is a real zero polynomial at € R™ (is RZ ata, for short) ifp(a) > 0 and all complex
zeros of the univariate polynomial obtained by restrictin a straight line passing throughare real. In
other words, a polynomial of degreleis RZ at a point if it has d real zeros counted with multiplicity on
each generic line through It can be shown that a polynomial that is RZaais also RZ at any point in a
small neighborhood af. We refer to this by saying that the RZ propespreads out
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A subsetC' C R™ is calledrigidly convexif there is a point. € R™ and a polynomigp with the real zero
property atz such thatC' equals the closure of the connected componefitof R” | p(x) > 0} ata. Note
that being convex is not part of the definition of “rigidly a@x”. However, it can be shown in an elementary
way that each rigidly convex set is indeed convex (cf. [25]).

Each spectrahedron is rigidly convex inside its affine hidl.{identifying its affine hull withR? where
d is the dimension of the spectrahedron). To see this, we s@ptitat we are given a full-dimensional
spectrahedron ifR™. Then it can be seen easily that it can be written{asc R™ | L(x) = 0} for a
symmetric linear matrix polynomidl having the additional property that therediss R™ with L(a) > 0.
Here - 0 stand forpositive definitei.e., all eigenvalues are (strictly) positive. Now theeatatinant ofL is
easily seen to be RZ at(essentially because symmetric matrices have all its gajees real) and the given
spectrahedron is the closure of the connected componertfahe positivity set of this determinant.

Rigidly convex sets share all of the currently known projesrof spectrahedra [25, 20]. In particular, they
are semialgebraic sets which drasic closedi.e., can be described by a finite system of weak polynomial
inequalities (by means of the so-call&tnegar derivativesvhich were the subject of many discussions
during the workshop). Also they are convex sets all of whese$ are exposed. Rigid convexity is the
strongest property of spectrahedra known so far. If one sManshow that some basic closed semialgebraic
set with exposed faces is not a spectrahedron, then at thentstate of the arthething to do, is to show
that it is not rigidly convex.

To this end, itis useful to introduce another slight refolation of rigid convexity based on the notions of
algebraic interiors and their minimal polynomials, goiragk to Helton and Vinnikov as well. Aalgebraic
interior in R™ is the closure of a connected component of the positivity{see R" | p(z) > 0} of a
polynomialp (note that it is always closed, and despite the word “int&rioever open except if it is the
whole space). By definition, rigidly convex sets (and in jgaifar spectrahedra) are algebraic interiors. Such
a polynomialp of smallest possible degree is uniquely defined up to a pesitinstant factor and we call it
the minimal polynomiabf this algebraic interior. A crucial observation is tha¢ tminimal polynomial is a
factor of every other such polynomial

It follows that an algebraic interior is rigidly convex if dronly if its minimal polynomial is a real zero
polynomial at some of its interior points, or equivalenttyaay of its interior points (since the RZ property
spreads out as mentioned above). For example, the telegsieen like sef(z1,r2) € R? | 2§ + 25 < 1}
is an algebraic interior with minimal polynomial— X{ — X3. This polynomial is not RZ at the origin.
Hence the television screen is a convex basic closed sesbiaig set with only exposed faces which is not
rigidly convex and therefore not a spectrahedron. On therdtand, the dis¢(z1,22) € R? | 22 + 23 < 1}
is an algebraic interior whose minimal polynomial- X? — X3 is RZ at the origin. Therefore the disc is
rigidly convex. In fact, it is even a spectrahedron since

{(z1,22) €R* |2} + 25 <1} =X (v1,20) ER* | 27 1 0] =0
X9 0 1

Starting from spectrahedra which are intrinsicathal objects, we defined rigidly convex sets and see
now that the Zariski closure of their boundaries, seen@maplexalgebraic varieties are important. This is
only one of the many points where classical complex algelg@ometry comes into play. To visualize this
thread of thinking, we ask the reader to look again at Figuteabove and then compare it with the derived
Figures 6.2, 6.3 and 6.4 below. Topologically, what you seeset of nested ovals (which might touch), the
innermost of them being the boundary of the convex set weestavith.

Helton and Vinnikov showed in their seminal article [11]tleach rigidly convex set of dimension at
most two is a spectrahedron. As a quite trivial example, weark that this is a way of seeing that the
disc mentioned above is a spectrahedron without expliwitifing down an LMI defining it. Their result
relies on the theory odleterminantal representationdn fact, they even showed that each RZ polynomial,
say RZ at the origin, in two variables hagasitive determinantal representatiorne. is the determinant
of a linear symmetric matrix polynomidl = Ay + X;A; + --- + X, A,, where eachd; is a real matrix
and A is positive definitdin our casen = 2). Then the associated rigidly convex set, namely the céosur
of the connected component ¢ € R" | p(z) > 0} at the origin, equal§z € R" | L(x) = 0} and
therefore is a spectrahedron. This result of Helton and i¥ownon positive determinantal representation of
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Figure 6.2: The real zero set of the minimal polynomial ofspectrahedron from Figure 6.1 intersected with
the cube—1, 1]3, and its intersection with the plane definedy: 0.

Figure 6.3: The real zero set of the minimal polynomial of¢hectrahedron from Figure 6.1 intersected with
the cube—2, 2]3, and its intersection with the plane definedzy: 0.

RZ polynomials in two variables is equivalent to an old cetjee of Peter Lax (who was awarded the Abel
Prize in 2005) originally formulated for homogeneous palyrials in three variables, see [14].

One of the most prominent open problems in Convex Algebraor@etry, subject to many discussions
at the workshop, is whether the results of Helton and Vinnigan be extended to more than two variables.
In fact, Helton and Vinnikov conjectured that each rigidbneex set (of any dimension) is a spectrahedron.
This very important conjecture is still open. Furthermdiejton and Vinnikov even conjectured that each
RZ polynomial (in any number of variables) has a positiveedatnantal representation though their proof
which uses deep Algebraic Geometry clearly could not beneldd to more than two variables. After some
discussion among workshop participants, Petter BrariBeyal Institute of Technology, Stockholm) was
able to solve this major problem in the negative during thekatoop. This gave rise to an extra talk that
Petter Brandén gave on Thursday morning in addition tadgsilar talk on Wednesday. This special talk
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Figure 6.4: The real zero set of the minimal polynomial ofspectrahedron from Figure 6.1 intersected with
[—6,6] x [—6,6] x {0} and[—20, 20] x [—20,20] x {0}, respectively.
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was one of the highlights of the workshop since he even gaeximaemely sophisticated argument, based on
matroid theory, that even a weaker conjecture is false, hatinat some poweof each RZ polynomial has a
positive determinantal representation (which would afsply the characterization of spectrahedra by rigid
convexity). See [5] for these results, the proof for thersfj@r conjecture has been simplified since by Tim
Netzer [19] who also attended the workshop.

However, there remain many open questions concerning theeage of positive determinantal represen-
tations. Some of these would still imply a full characteti@a of spectrahedra via rigid convexity. Others
would work towards it. For example, it is known that the Rearederivatives [25, 20] of RZ polynomials
are again RZ at the same point. The real zero set of the Redegaative of a polynomial interlaces the
real zero set of the polynomial. More precisely, betweena@ye two ovals (cf. Figures 6.2 to 6.4) and
outside of the outermost oval of the real zero set of the R¢rmamhial there is an oval of the Renegar deriva-
tive. If you draw the ovals of a polynomial and of its Renegarivhtive, then the two innermost ovals are
boundaries of convex sets, the innermost coming from thgnpohial and the second innermost one from its
Renegar derivative. Now define the Renegar derivative okatsghedron as the rigidly convex set defined
by the Renegar derivative of its minimal polynomial. Evea tbllowing very special case of the conjecture
of Helton and Vinnikov is open: Is the Renegar derivative apactrahedron (or at least of a polyhedron)
again a spectrahedron?

Also largely open is the question of how to decide whetheitpesdeterminantal representations of RZ
polynomials exist and how to produce them in an effective.vi&ge [8] for a recent related result and for an
overview of what has been done in this direction.

Projections of spectrahedra and semidefinite representatins

As discussed above, perhaps the most natural class of ceetgegoing beyond polyhedrathat is accessible to
effective manipulation consists of spectrahedra. Howawany convex semialgebraic sets one would like to
deal with in an effective way are not spectrahedra. Wheteapiojection (or linear image) of a polyhedron
remains a polyhedron, the class of spectrahedra is notctlaséer projections. As a trivial example, the
open half lineR+( of positive real numbers can be written as

R>0:{xeR|3yeR:<f ;)50}

but it is not a spectrahedron since it is not closed. Durimgwrkshop several propositions were made for
naming projections of spectrahedra, includapgctrahedral shadoandumbrahedror{from umbra, the latin
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word for shadow). Here we call projections of a spectrahedemidefinitely representabl@ setS C R”
obviously is semidefinitely representable if and only ifrthis a symmetric linear matrix polynomialin the
original variablesXy, . .., X,, and finitely many additional variablés, . .., Y,, such that

S={zeR" |3y eR™: L(z,y) = 0}.

We call such arl. asemidefinite representatiaf S (in the literature it is sometimes also called a “lifted LMI
representation”).

Having a semidefinite representation of a convex semiagelset is very advantageous [16]. For in-
stance, it allows you to optimize a linear function on the\satSDP by using thé&’; as slack variables.
Also it turns out that more and more operations on semiafgeloonvex sets (like the taking the interior for
example) can be done in a very efficient way by using semidefiepresentations, see for instance [19].

Large classes of convex semialgebraic sets are known taideknitely representable [28, 7, 6, 23, 29].
Intheir seminal articles [9, 10], Helton and Nie conjectilv@eachconvex semialgebraic set is semidefinitely
representable. Note that the converse is clear since tipegi®s of being convex and of being semialgebraic
are preserved under projections (for trivial reasons acdme of Tarski's real quantifier elimination, respec-
tively). The conjecture of Helton and Nie is still open anaéstainly one of the main questions in Convex
Algebraic Geometry. More and more results seem to work ifaitsr.

First, there are results showing that a lot of basic closexialgebraic sets are semidefinitely repre-
sentable. The basic method for obtaining these results gh toalLasserre [12] and links semidefinitely
representable sets to sums of squares representationsitifgpolynomials. The main idea is as follows.
Start with a finite system of weak polynomial inequalitiebeTidea is tdinearizeit. Very naively, one could
try to replace each monomial which is a product of at leastwanables by a new variablg;,. One would
end up with a finite system of linear inequalities. The progecof its solution set on th&'-space would
clearly contain the solution set of the original system efjnalities. On the other hand this projection would
be a polyhedron and therefore in general cannot be equat trifjinal solution set and not even to its convex
hull. Lasserre’s idea was to generate a whole infinite fawiflinequalities which are obviously redundant
before the linearization but add valuable information rliteearization. The infinite family is chosen in a
way such that it becomes an LMI after linearization. As ameple, the inequality- X1 +2X%2 - X +1 >0
could give rise to the family of additional redundant inelgfiess (a X; +bXo+¢)?(—X{+2X%2 - X +1) > 0
wherea, b, ¢ € R are parameters. This family can now be rewritten as

1-X1 —X{4+2X2 X1 —XP-X7+2X, X3 Xo—X1Xo—X{Xo+2X3 a
(a b c) X1—X7-XP42X: X3 X?-X}-X042X? X2 X1Xo—XEXo— XD Xo+2X1 X35 b =
Xo— X1 Xo—X{Xo4+2X3 X1 Xo—XIXo—XPXo+2X1 X5 XZ-X1XZ-X{X24+2X3 c
1 a
(~X{+2X3-Xai+1)(a b o) [ X1 | (1 X1 Xp)[b] =0
X2 &

wherea, b, ¢ € R. After linearization this becomes the LMI

1-X1—-Y +2Y, X1—-Y; Y, +2Y; Xo—Ys — Y7 +2Ys
X1 —-Ys =Y, +2Y; Y3—-Yy—Yi0+2Y11 Ys—Yio—Yi3+2Y14| =0.
Xo=Ys—Yr+2Ys Yo—Yi2—Yizg+2Yi4 Yo—Y5—Yi5+2Yi6

Now in this example the set of dlt1, 75) € R? such thatthere arg, .. ., y16 € R satisfying this inequality
clearly is all of R? since it contains the solution set of the original solutien ef the original inequality
— X1 +2X? - X +1 > 0whose convex hull i&2.

Lasserre showed that using a procedure that systematiseapiproach leads to LMI relaxations whose
solution sets give arbitrarily good approximations to thevex hull of the solution set of the original system
of polynomial inequalities in the case that the latter is past. This uses machinery from Real Algebraic
Geometry.

Using much more machinery, Helton and Nie showed that in afatases you get under the same
compactness assumption that a sufficiently high relaxafivas exactly the convex hull. See [9, 10] for their
celebrated results. Some of their results use just Lassewastruction together with an ingenious proof
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bounding the degree of certain sums of squares represargatlheir strongest results, which make very
few assumptions apart from compactness, use the Lassestwuction locally and glue together the “local”
LMiIs. This glueing approach is not completely constructiee

Netzer and others (see [19]) gave several constructionswtd obtain new semdefinitely representable
sets from old ones. These constructions are explicit anéasity be implemented.

Using all these results, one can show that surprisingly ncanyex semialgebraic sets are semidefinitely
representable. For example, the television screen fromidde® has a semidefinite representation

{(z1,22) € R? |2 +23 <1} ={(21,22) €R? | Iy, pp € R: 1 —yf —y3 > 0& y1 > 2] &y > 23}

={(z1,22) €R? [Ty, e R: (1} 122 )= 0& (1) =0& (227) = 0}.

Are all semialgebraic convex sets semidefinitely repreg@e® Before one tries to show this, one might try to
work out more examples. For example, the cone of copositateioes of fixed size is clearly a semialgebraic
convex set in the vector space of symmetric matrices. ExXoegimall sizes, it seems to be a hard problem
to find a semidefinite representation for it [18].

Talks

During this workshop, stimulated by discussions among tleekshop participants after his talk, Petter
Brandén (Royal Institute of Technology, Stockholm) fdwophisticated counterexamples [5] to one of the
most outstanding generalizations of the famous Lax Comjedproved by Helton and Vinnikov in [11], see
[14]) on hyperbolic polynomials. This affects in a directyvane of the mainstreams in current research
on semidefinite representability (see Section 6 above). Iiténd-new” result was presented in his sponta-
neously given second talk. See [5], cf. also [21].

In his video-taped talk, Victor Vinnikov made very accessithe basic ideas behind constructing LMI
representations of spectrahedra. He also referred torBetiedén’s counterexample (presented in a sponta-
neous special talk the same morning) and showed that theoenis hope for other generalizations of the Lax
conjecture to hold (still having the desired consequenddsie is a complete list of talks.
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1. Basu, Saugatalroda’s theorem — real and complex (joint work with Thierryjlze
2. Blekherman, GregConvex forms and faces of the cone of sums of squares
3. Brandeén, PetterTropicalization of hyperbolic polynomials
4. Brandén, PetterA counterexample to the generalized Lax conjecture
5. Derksen, Harm (Poly)Matroid Polytopes
6. Hauenstein, JonathanNumerical algebraic geometry
7. Henk, Martin Representing Polyhedra by Few Polynomials
8. Kaltofen, Erich Certifying the radius of positive semidefiniteness via ouiProver package
(joint work with Sharon Hutton and Lihong Zhi)
9. Labs, Oliver Towards visualization tools for convex algebraic geometry
10. Laurent, Monique Error and degree bounds for positivity certificates on theehgube
11. Marshall, Murray Lower bounds for a polynomial in terms of its coefficients
12. Netzer, Tim Spectrahedra and their projections
13. Parrilo, Pablo Nuclear norm minimization
14. Plaumann, DanielExposed faces and projections of spectrahedra
15. Putinar, Mihai Optimization of non-polynomial functions and applicaton
16. Ranestad, Kristian The convex hull of a space curve
17. Renegar, JimOptimization over hyperbolicity cones
18. Reznick, BruceThe cones of real convex forms
19. Rostalski, Philipp SDP Relaxations for the Grassmann orbitope
20. Scheiderer, ClausBounded polynomials and stability of preorderings
21. Smith, Gregory Determinantal equations
22. Sottile, Frank Orbitopes
23. Theobald, ThorstenAmoebas of genus at most 1
24. Vallentin, Frank Approximation algorithms for SDPs with rank constraints
25. Vinnikov, Victor Positive determinantal representations (joint work withiby Kerner)
26. Vinzant, Cynthia Faces of the Barvinok-Novik orbitope
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Chapter 7

Randomization, Relaxation, and
Complexity (10w5119)

Feb 28 - Mar 05, 2010

Organizer(s): J. Maurice Rojas (Texas A&M University), Leonid Gurvits @.élamos
National Laboratories), Pablo Parrilo (Massachusettstinie of Technology)

Overview of Polynomial System Solving

Systems of polynomial equations arise naturally in apfibee ranging from the study of chemical reactions
to coding theory to geometry and number theory. Furtherptbeecomplexity of the equations we wish to
solve continues to rise: while engineers in ancient Egyptled to solve quadratic equations in one variable,
today we have applications in satellite orbit design and lmastive fluid flow hinging on the solution of
systems of polynomial equations involving dozens or evenshnds of variables.

For example, the left-hand illustration above shows aramst of the orbit transfer problem, while the right-
hand illustration above shows a level set for a reactive flioid. More precisely, in the first problem, one
wants to useV blasts of a rocket to transfer a satellite from an initialibtt» a desired final orbit, using as
little fuel as possible. The optimal rocket timings and diiens can then be reformulated as the real solutions
of a system ofl5V sparse polynomial equations4h NV variables, thanks to recent work of Avendano and
Mortari [1]. For reactive fluid flow, a standard technique dsdecimate the space into small cubes and
obtain an approximation to some parameter function (suchodscity or temperature) via an expansion
into polynomial basis functions. Asking for regions whereestain parameter lies in a certain interval then
reduces to solvingnillions of polynomial systems — the precise number depending onetiem and size

of the cubes.

Far from laying the subject to rest, modern hardware andvsoét has led us to even deeper unsolved
problems concerning the hardness of solving. These questiaverse not only algebraic geometry but also
number theory, algorithmic complexity, numerical anadysind probability theory. The need to look beyond
computational algebra for new algorithms is thus one of th@rmotivations behind this workshop.

Historical Highlights

In the 1980s and 1990s, work in computational algebra cutehin singly exponential complexity bounds
for many fundamental problems involving polynomial eqoas. Highlights include: reducing arbitrary sys-
tems to an encoding involving a polynomial in a single vdea(a.k.a. rational univariate reduction [31]),
bounding Betti numbers of semi-algebraic sets [3], and aging geometric decompositions for complex
algebraic sets [17]. 19th century techniques (such astegds) and more recent techniques (such as Grobner
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bases) began to receive increasingly reliable and effisigftware implementations, and the limits of compu-
tational algebra began to emerge: all of the aforementipneblems, in their decision form, abéP-hard.
Furthermore, it also emerged that the classical technigesmputational algebra largely ignore the special
structure ofreal solutions. So any new speed-ups must come from new mathehiaiitas and/or relaxing
the statement of the problem. We now review some more redeanaes, ir8 settings: detecting, counting,
and approximating solutions.

Detecting Solutions. Thanks to work of Koiran in the 1990s [23], it is now known tllaé truth of the
Generalized Riemann Hypothesis (GRH) implies that degidlire existence of solutions over the complex
numbers is doable in polynomial time if and onlyff= NP. This intersection of algebraic complexity with
two of the biggest unsolved problems in mathematics attedte depth of polynomial system solving. One
can expand this study of complexity by looking for more spkkinds of solutions. For example, deciding
the existence oihtegral solutions leads us to even higher complexity classes: Tineda negative solution
to Hilbert's Tenth Problem in 1970 [28] is a proof of the alglomic impossibility of deciding the existence
of integer solutions to (completely general) systems ofpomial equations.

Caught betweedNP-hardness and complete intractability, one then clearlyesathat detecting real
solutions lies closer tiNP, particularly since most applications require just the seéutions of systems of
polynomial equations. That detecting real solutions igast theoretically tractable was proved in the early
twentieth century by Tarski [39]. More recently, variousuklts have hinted at the possibility of polynomial-
time algorithms in special settings, e.g., real feasipildr quadratic polynomials [2] and certain sparse
polynomials [6]. These new algorithms take us farther antiéas away from traditional commutative algebra.

Counting Solutions. Work of Bernstein, Khovanski, and Kushnirenko in the 19789s33] showed that
counting the number of complex solutions of a system of gppodynomials is (with high probability) the
same as computing a mixed volume of polytopes. Later, in 8884, Dyer and other authors determined the
algorithmic complexity of computing volumes and mixed voks of polytopes [14, 15]. One thus began to
see signs that counting complex solutions is close to befaBacomplete problem. Gurvits then made major
advances by finding efficient approximation algorithms faxed volumes, also unifying earlier quantitative
results in convexity via the framework of hyperbolic polynials [19, 18].

Once viewed from the point of view of toric geometry, the cections between convex geometry and
complex algebraic geometry are more natural than surgrisima more topological vein, there has been much
recent progress on understanding the complexity of cogromnected (and even irreducible) components
of algebraic sets over the complex numbers [10]: one seesomlexity classes, including some from the
more recent BSS model of computation [8].

Similar progress was made over the real numbers (see, 8)g.blit precise complexity bounds remain
more elusive over the real numbers than over the complex atsnln particular, it was discovered in the
1980s that the number of real solutions for systenspafsepolynomials could be dramatically smaller than
the number of complex solutions [22]. Taking full advantafeparsity (or other types of structure) when
counting real roots remains a challenging problem in atgoric complexity.

In a different direction, using toric geometric methods,bduand Sturmfels presented an algorithm
for computing mixed volume, thus counting exactly the numtifecomplex solutions for certain sparse
polynomial systems [20]. Even better, their methods alstdgid a new numerical method for approximating
complex solutions: polyhedral homotopy.

Approximating Solutions. The complexity of numerical solving presents new diffi@sgtinot present in
the more discrete problems of detecting and counting swistin this setting, ideas from numerical linear
algebra have entered algebraic geometry via the notioreafdhdition number.

The condition number is an invariant one can now associatantilies of semi-algebraic sets [12] to
extract important information about the complexity of nuio@ optimization questions, just as Betti numbers
extract important topological information. And while catioh numbers are about as difficult to compute as
numerical solutions themselves, they admit useful expiecthounds when considered as random variables
attached to families of random algebraic sets [37, 27, 14is as led to average case complexity bounds for
polynomial system solving. Recasting traditional algé&bcamplexity results to incorporate the condition
number is now a lively subarea of algorithmic algebraic getsyn So far, only classical homotopy algorithms
have fully benefited from this point of view, so condition noen analysis is still an open problem for many
other algorithms. For instance, even polyhedral homottipyescks rigourous complexity bounds.
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Nevertheless, some very recent algorithms show great nopeafoce in practice. For instance, Parrilo’s
seminal work [30] blends 19th century ideas (sums of squamesHilbert's 17th Problem) with 20th cen-
tury optimization (semidefinite programming, a.ksDP) to yield an efficient algorithm for solving certain
relaxations of polynomial systems. Much recent effort i@ tptimization community has then focussed on
guantifying how close these relaxations are to the origigatems of equations (see, e.g., [24]).

Extending the idea of numerical conditioning, one can asi&tigithe most theoretically sound method to
solve a numerically ill-posed problem. This leads one tosthey of thenearestill-posed problem, and major
advances by Zeng and others [21, 40] have already yielde@ncally reliable algorithms for problems that
would have been impossible to solve with earlier software.

One can also study the geometry of zero sets of random polafgmrmdependent of numerical condi-
tioning. This has lead to deep connections with several texnariables and mathematical physics [13, 36].
The behavior of real roots of random systems, particulaith wespect to sparsity, has proven even more
challenging [16, 32, 35].

Goals of the Workshop. The study of systems of polynomial equations has thus lea @sdreater un-
derstanding of the complexity of detecting, counting, ancharically approximating solutions. However,
for many structured systems of equations (e.g., those withréal solutions and many complex solutions),
polynomial-time algorithms remain only a tantalizing pbggy. Also, on a more fundamental level, many
of the advances in polynomial system solving involve so mdiffigrent techniques that refining them to
specially structured systems is daunting. This workshop focusses on emerging methods to attain such
speed-ups, and the resulting interactions between ottioiz, theoretical computer science, and algebraic
geometry.

Emerging Directions

Much how probabilistic methods are just beginning to enkgelaraic geometry [35, 29], randomized com-
plexity bounds for polynomial system solving (and precisaeyal estimates on numerical stability) were
virtually unknown until recently. In particular, Smale’§th Problem [38] beautifully captured what was
sorely missing from computational algebra:

“Can a solution of. complex polynomial equations im unknowns be found approximately, on
the average, in polynomial time with a uniform algorithm?”

Smale’s statement elegantly highliglitsssues in polynomial system solving: (1) average case oexitp|

(2) the notion of approximation for solutions, and (3) thessibility of a polynomial-time solution for a
numerical problem known to b P-hard in its decision form. Indeed, observe how Smale’s Prtblem
asks for justbne complex root, since the number of complex solutions is egptial in the input size (here
measured to be the number of monomial terms of the input pofyal system). Note also that Smale’s
introduction of randomization and approximation (to eeadlpolynomial-time solution) is very much in
parallel to the idea of relaxation in optimization: simpld seemingly intractable problem by softening the
notion of a solution.

While the role of real solutions does not enter in Smale’sest@nt, advances in the study of sparse
systems of polynomial equations (a.kf@wnomial system$ over the real numbers also blossomed in the
early 2000s: Li, Rojas, and Wang proved dramatically imptblsounds (independent of the degree of the
underlying polynomials) for the number of real roots of a@rtsparse polynomial systems [26]. This was the
first significant evidence that the famous earlier boundstafanski [22] could be significantly improved.
Furthermore, completely general and explicit bounds dweptadic rational numbers were initiated in 2004
by Rojas [34], following Lenstra’s seminal results in oneiable [25].

Smale’s 17th Problem was, from a practical point of viewtledtpositively by Beltran and Pardo in
2008 [4]! Based on this advance, and progress in algorithmic fewridheary, Rojas began to form new
conjectures on the complexity of solving real polynomiadteyns. (See Section 7 below.)

Other sources for new speed-ups have emerged recentlya Pabilo discovered in his Ph.D. thesis that
Semi-definite Programming (SDP) can sometimes be used tomzxmultivariate polynomial much faster

Istrictly speaking, the problem is still open because Smsked for a deterministic algorithm, and the solution fror igta
randomized algorithm with a small, but controllable, feglyprobability.
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than the classical methods of computational algebra [30k0,Aperhaps one of the earliest 20th century
signs that real solving could go faster than complex solzioiges from work of Barvinok: he showed that
detecting real roots for homogeneous multivariate quadpatynomials could be done in polynomial time,
contrary to known methods for computational algebra atithe {2].

Presentation Highlights

A central activity in our workshop was 22 talks delivered loy diverse group of researchers. Full information
(including abstracts, slides for almost all talks, and wvidier 2 talks) is available from the BIRS website.
So we outline the talks below, from the point of view of theiajor themes. Afterward, we include some
informationnot listed at the BIRS website: Details from the talks of Gregdkrman, Mihai Putinar, Leonid
Gurvits, and Victor Vinnikov. (These 4 talks were done onliteckboard without slides.) We then conclude
with a condensed list of the talks.

Algebra of Polynomial System Solving

The talk ofBernard Mourrain focussed on moment matrices and border bases as a meansraf &réinon-
ical form (for more efficient solving) for certain polynorgystemsLaura Matusevich then described deep
connections between monomial ideals (which are an impbitgnedient in Grobner basis algorithms) and
hypergeometric functions. On a related ndee Marguliesspoke on the connection between algorithms
for polynomial ideals and the resolution of certain corjees in graph theory.

Closer to our next themévartin Avenda fio presented an elegant new approach to Descartes’ Rule of
Signs that connects to an extension of a famous result ofaPdhe number of real roots of a univariate
polynomialf is exactly the number of sign alternations in the ordered coefficieqsace of 1 + )" f(x)
for NV sufficiently large.

Sums of Squares and Real Solving

Chris Hillar spoke on rational solutions to sums of squares certificdtpasitivity, raising many intriguing
open problems. For instance, ldt, ..., A, be rationalm x m symmetric matrices and define a (rational)
spectrahedron to be any set of the foftwy,...,z,) € R™ | Ag + 141 + --- + 2,4, > 0}, where the
inequality indicates positive semidefiniteness. Deteentiose real algebraic numbers that can be obtained
as the coordinates of a finite spectrahedron. This questiopeén already fon = 1!

Martin Harrison , a graduate student at UCSB, spoke on expressing certainaromutative polynomi-
als as a sum of a minimal number of squat€srben Rusek, a graduate student at Texas A&M, presented a
new class of fewnomial bounds which give dramatically seagpper bounds on the number of real solutions
of certain specially structured sparse polynomial systems

Continuing the topic of fewnomiald)an Batesspoke about a new homotopy algorithm that follows
a remarkably small number of solution paths and finds all sealtions of any nondegenerate polynomial
system. The number of paths followed is between a certaindavial bound recently derived by Bates and
Sottile and the true number of real solutiof®jas spoke on an alternative homotopy algorithm, based on a
simple modification of polyhedral homotopy, that followswamber of paths that isxactlythe number of real
roots. Rojas’ method works for any polynomial system lyingside of a particular discriminant amoeba,
thus leading to interesting questions on real random pahjabsystems.

Numerical Methods

Tien-Yien Li spoke about his most recent algorithm for computing the chisx@ume of polytopes, and how
it leads to one of the fastest current implementations ofdtopy solving.Andrew Sommesespoke about
his methods for homotopy solving. Thanks to his extensiesafiparallelization, Sommese’s implementation
is currently the only software that can beat Li's impleméiotafor certain massive polynomial systems.
Turning to more theoretical issueghonggang Zenglectured on how to reliably solve univariate poly-
nomials that are known to be degenerate, and even how to ndisipeneracy structurAnton Leykin then
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spoke on how homotopy solving can be made completely rigmipda exact arithmetic and the use of recent
guantitative bounds of Shub and Smale), even demonstrtimgliminary implementation iMacaulay? .

Geometry and Complexity

Mounir Nisse, a graduate student from Paris 6, gave us highlights of timmections between complex
amoebae and amoebae over non-Archimedean fields. (Amoebdkeaimages of algebraic sets under a
valuation map: over the complex numbers, the valuationaddb-absolute value map.) In particular, Nisse
presented very recent work on characteriingamoebae. Co-amoebae are the image of algebraic sets under
the phase map, and are a vital ingredient to a deeper undeéirsgeof the geometry of complex algebraic
sets. The impact of co-amoebae for algorithmic algebradocrgry will be at least as great as that of amoeba
theory.

Pascal Koiran gave an enlightening talk on Valiant's version of tReversusNP problem and the
derandomization of polynomial identity testing. It turng ¢that circuit complexity provides a useful link be-
tween both problems, and a deeper study leads to the studhalbdw circuits with high powered inputs. In
particular, one is led to study the number of real roots ofpoimials that are sums of products of sparse poly-
nomials. Such polynomials are just beyond the current reétdwnomial theory, and thus yield fascinating
new directions in fewnomial theory.

Optimization and Beyond

Levant Tuncel gave a timely survey on the state of the art of interior poiethmds in conic programming.
His talk helped clarify some misconceptions behind the dewrify of semidefinite programming, and fo-
cussed on barrier functions and locally quadratic convezgeBrendan Ames a graduate student at the
University of Waterloo, spoke on SDP relaxations for comspiee sensing and maximum clique problems
via the nuclear norm (sum of singular values) of a matrix.

Jim Renegar gave a stimulating evening talk on the frontiers of optirtima In particular, he spoke
about optimizing over hyperbolic cones (a problem whicHudes SDP as a very special case) and how
variations of Smale’s:-Theory allow new convergence bounds.

4 Talks Without Slides

Greg Blekherman: Blekherman considered criteria for determining when a regériate homogeneous
polynomial of degre@d is convex. (For homogeneous polynomials, convexity cjeiarplies nonnegativity,
and thus convexity is a stronger restriction.) He showed hewent advances on quantifying how often
nonnegative forms are sums of squares have analogues iettimg ©f convexity. In particular, Blekherman
proved that there are convex forms that ao¢ sums of squares. However, unlike the classical examples of
Motzkin and others, not a single convex form is known thatdsa sum of squares! Blekherman went on to
give an elegant sufficient condition for convexity in ternfisight clustering of the values of a form, and then
developed some of the quantitative bounds necessary fextstence proof.

Mihai Putinar: Putinar developed a beautiful analytic framework starting the following basic problem:
How does one determineiif given disks are non-overlapping? Putinar related thislprotio positive semi-
definite matrices and then proceeded to explore conneatithsorthogonal polynomials and tomography.
Via some delicate estimates, he proceeded to prove newlyestitnates of complex orthogonal polynomials
with respect to certain area measures.

Leonid Gurvits: Gurvits’ evening talk was an entertaining tour through hjppécity, convex geometry, and
physics. First, Gurvits showed how the volume of a scaledkislivski sum of convex bodies is a hyperbolic
polynomial. He then proceeded to an elegant proof ofie-hardness of computing the mixed volume of
parllelograms. Gurvits then continued by giving a deteistio polynomial-time algorithm fot1 + /2)"-
factor approximation of the mixed volume of amyconvex bodies, given access to a weak membership
oracle. He then concluded with a fascinating account of dmections between quantum linear optics and
the permanents of unitary matrices.
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Victor Vinnikov: Vinnikov gave a fascinating talk on constructing determiadrepresentations of polyno-
mials via noncommutative algebra. These results give desights into representations of convex sets as
the feasible sets for linear matrix inequalities, i.e. Gphedra. Such representations have deep implications
for optimization as they are behind the question of how muohengeneral hyperbolic programming is than
SDP.

A Condensed List of the Talks (in order of presentation)

March 1, 2010 (monday)

J. Maurice Rojas (Texas A&M): Simple Homotopies for JustIRR@ots

Tien-Yien Li (Michigan State): The mixed volume computatidlixedVol-2.0 vs. DEMICs

Zhonggang Zeng (U lllinois, Carbondale): Solving lll-pds&lgebraic Problems: A Geometric Perspective
Pascal Koiran (ENS Lyons): Shallow circuits with high-peaeinputs

Mounir Nisse (Institut de Mathématiques de Jussieu): dermand Non-Archimedean (Co)Amoebas, and
Phase Limit Sets

March 2, 2010 (tuesday)

Chris Hillar (UC Berkeley): Do rational certificates alwagisists for sum of squares problems?

Greg Blekherman (VBI): Volume of the Cone of Convex Forms aed& Faces of the Cone of Sums of
Squares

Levant Tuncel (Waterloo): Local Quadratic Convergence alffyfomial-Time Interior-Point Methods for
Nonlinear Convex Optimization Problems

Mihai Putinar (UCSB): Discretization of Shapes via OrthogbPolynomials

Martin Harrison (UCSB): Minimal Sums of Squares in a Freeljdbra

Susan Margulies (Rice): Vizing’s Conjecture and Technsgfuem Computer Algebra

Brendan Ames (Waterloo): Convex relaxation for the cliduielique and clustering problems

Leonard Gurvits (Los Alamos National Labs): Mixed Volumé®arallelograms and Other Cool Things

March 3, 2010 (wednesday)

Bernard Mourrain (INRIA Sophia-Antipolis): Moment mateis and border basis

Laura Matusevich (Texas A&M): Monomial ideals and hypengetric equations

Jim Renegar (Cornell): Optimizing Over Hyperbolicity Csrigy Using Their Derivative Relaxations

March 4, 2010 (thursday)

Dan Bates (Colorado State): Khovanskii-Rolle continuafar finding real solutions of polynomial systems
Andrew Sommese (Notre Dame): Recent work in Numerical AlgietGeometry

Anton Leykin (Georgia Tech): Certified numerical homotopytinuation

Software Demos (by Dan Bates and Anton Leykin)

Martin Avendafo (Texas A&M): Descartes’ Rule of Signs igett

Korben Rusek (Texas A&M): On Certain Structured Fewnomials

Victor Vinnikov (Ben-Gurion): Constructing determinahtapresentations via noncommutative techniques

March 5, 2010 (friday)
Impromptu Problem Session (featuring Leonid Gurvits, BliSoiran, and J. Maurice Rojas)

Scientific Progress Made

The best part of our workshop was the opportunity for expents rarely see each other to speak freely about
their work in a comfortable environment. An important agpedhese discussions was an impromptu open
problem session.

At our problem session, Leonid Gurvits raised intriguingouestions on the approximability of mixed
volume: should the best current factor for polynomial-tiapgroximability really be so large? Gurvits also
pointed out unusual parallels between polyhedral lifting eecent approaches to Boolean satisfiability.

The questions Pascal Koiran raised revealed that certaianads in fewnomial bounds over the real

numbers would enable an attack on a constant-free versivaliaint’s Problem, i.e., a variant of tiéP -
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VNP problem. Koiran also pointed out a fascinating recent papexaronson showing that if quantum
linear optics is efficiently simulable, then the polynontiadrarchy collapses.

Finally, Rojas pointed out some unusual parallels betweah algorithmic fewnomial theory ang
adic algorithmic fewnomial theory. In particular, at a camtevel, the complexity of detecting roots for
sparse polynomials has similar complexity in both setting@wever, sporadic differences occur already for
univariate trinomials: detecting real roots is doable itypomial-time but detecting-adic rational roots is
only known to be inNP.

To obtain some additional perspective on the advances mamdegdour workshop, it will be useful to
return to Smale’s 17th Problem (as described in Sectiond@)yar how the ideas arising from our workshop
helped extend this question in a new direction.

DEFINITION 1 We call anf € R[zy, . . ., ,] (with f(z) = S0 ez, ¢; #0 and % = 2§ - - - ™ for
all i, and theq; distinct) ann-variate (n + k)-nomial. We also defineupp(f) := {a1,...,an1x} to be
the support of f. The collection ofi-variate (n + k)-nomials inR[z1, ..., x,] is denotedF,, ,,+. Also,
if F:=(f1,...,fn) With f; € F, +x @ndsupp(f;) = {a1,...,an+} for all i then we callF’ an (n + k)-
sparsen x n polynomial system (overR). o

DEFINITION 2 LetQ2(n, k) denote the maximal number of non-degenerate roots, witoalidinates positive,
of any(n + k)-sparsen x n polynomial system ovék. ¢

CONJECTUREL. (OPTIMAL REAL FEWNOMIAL BOUNDS) There are absolute constarts > C >0 such
that, for all n, k > 2, we have(n + k) min{k—1nt < Q(n k) < (n + k)C2min{k—Ln},

CONJECTUREZ2. (SPARSEREAL ANALOGUE OF SMALE'S 17TH PROBLEM) Suppose we fix eitheror £,
and we consider random systefmst k)-sparsen x n systemd” overR. Then there are uniform algorithms
that:
A: compute a positive integer in polynomial-time that, withh probability, is exactly the number of roots
of I in the positive orthant.
B: approximate a single solution @f in R™, on the average, in polynomial time.

The intuition that the complexity of finding just the real teof polynomial systems depends only weakly on
the number complex roots, for systems of equations with al/moots and many complex roots, is captured
in a rigourous way by these last 2 conjectures. Note also hevpregress from bounding the number of
positive roots, to computing the exact number of positivetsovith high probability, to approximating a
single positive root efficiently.

Progress toward these conjectures has been made fromediffeoints of view. For instance, Rojas’
bound over the»-adic numbers, and a more recent bound over the real numb&isan and Sottile [7],
provided evidence toward Conjecture 1. Conjecture 2 isihebased on [6] and recent Chamber Cone
methods, the latter covered in the first talk at this workshop

Final Notes

Rojas proposed an AMS Contemporary Mathematics procesdwigme for this workshop which has now
been provisionally approved. The editors will be Philipgd&y, J. Maurice Rojas, and David C. Thompson.
As of this writing, we have submissions from the followingssef authors:

Dan Bates & Andrew Sommese
Carlos Beltran & Luis-Miguel Pardo
Anton Leykin

Tien-Yien Li

Zhonggang Zeng

We also have commitments for papers from:

Martin Avedano & Ashraf Ibrahim

Saugata Basu

O. Bastani, C. Hillar, D. Popov, & J. M. Rojas
Bernard Shiffman & Steve Zelditch
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All editors and authors are either attendees of our worksiapvitees who were unable to attend.
In closing, we would like to extend our humble thanks for trenderful facilities and magnificent setting.
BIRS is truly a treasure, and it was a privilege to hold ourkgbop here.
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Chapter 8

(0,2) Mirror Symmetry and Heterotic
Gromov-Witten Invariants (10w5047)

Mar 07 - Mar 12, 2010

Organizer(s): llarion Melnikov (Max Planck Institute for Gravitationahlysics (Albert
Einstein Institute)), Jacques Distler (University of Tekd&ron Donagi (University of Penn-
sylvania), Savdeep Sethi (University of Chicago), ErictpbgVirginia Tech)

Overview of the Field

Shortly after the construction of the ten-dimensional tegte string theories, it was realized that a compact-
ification of these theories on Calabi-Yau manifolds coukdd/four-dimensional supersymmetric Poincaré-
invariant vacua with the massless spectrum consistingoifnail supergravity coupled to a chiral non-abelian
gauge theory. This was a remarkable development in theafgthysics, as it connected a heterotic string
theory—believed to be a consistent theory of quantum gravid a chiral gauge theory remarkably similar
to the Standard Model.

Despite this beautiful relation, it was understood that eber of issues remained to be addressed. For
example, it was difficult to produce either the Standard Ma@eige group or a grand unified model with
couplings that would lead to the Standard Model. MoreoWer construction was perturbative in two senses:
the results required small string coupling and the largeusatimit, the former being a statement about
string perturbation theory, while the latter requiring twmpactification geometry to be a smooth manifold
with volume large compared to the string length. Both of ¢hissues are intimately tied to the existence
of moduli—parameters introduced by the compactificatiaichsas Kahler and complex structures on the
Calabi-Yau manifold. What is the structure of this moduksp? How do physical quantities depend on the
moduli? Are there heterotic compactifications without géaradius limit? Can one obtain a Standard Model
gauge group or a favorable grand unified theory? Does an stagheling of these issues teach us something
about non-perturbative effects in the heterotic string?

The answers to these questions inevitably lead to new maitieahstructures. Broadly speaking, the
purpose of the workshop was to bring together researchensandhdeveloping the mathematical structures
and applying them to the physical questions. Major themelseofvorkshop were:

e a generalization of the notion of mirror symmetry to heteertiteories;
e new constructions of four-dimensional vacua from the lwtestring.

In what follows, we will review these areas in a little mordale
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Generalizations of mirror symmetry

Mirror symmetry—a proven ground for rich and mutually beciefiinteractions between mathematicians
and physicists [1]— is an isomorphism of two superconforfreddl theories (SCFTs) defined on a genus
g Riemann surface, with one theory associated to a Calabirvanifold M/, and the other to its mirror
W. Already at genus zero, the isomorphism yields a precisgioel between generating functions of genus
zero Gromov-Witten invariants af/ and “classical” algebro-geometric period computationg®n The
study of mirror symmetry led to physically and mathematjcsignificant insights into geometry, including
the clarification of the moduli spaces of the SCFTs and thal@iafau manifolds, the notion of quantum
cohomology, computations of Gromov-Witten invariants,explicit combinatoric construction of mirror
pairs as complete intersections in toric varieties, andhtimaological mirror symmetry conjectures.

The SCFTs typically considered in mirror symmetry posges8) world-sheet supersymmetry, a prop-
erty with a number of important ramifications:

e in the case 0f2,2) SCFTs associated to Calabi-Yau manifolds, the moduli shasea familiar local
structure, splitting into the moduli space of the complexifKahler form and the moduli space of
complex structures;

e a(2,2) SCFT has a chiral ring—a set of local operators with a welirgel product;

e correlators of chiral operators are independent of wohleles metric and are computed by a Topological
Field Theory (TFT).

The correlators transform as sections of certain bundles twe moduli space and may be determined by
working with a topologically twisted (2,2) non-linear sigomodel—a field theory of maps from a Riemann
surface to the Calabi-Yau manifold. The correlators of #milting TFT provide a path integral representation
for the Gromov-Witten generating functions. The twistingpgedure may be refined in an important way
when )M is a hypersurface in a toric variety [2]. The result is a “quantum restriction formula” that itela
correlators in thél/ SCFT to correlators in a vastly simpler TFT associated t&nown as the gauged linear
sigma model (GLSM) [2, 3]. Together with the mirror map—aanmrphism between the complexified
Kahler moduli space oM and the complex structure moduli spacdBf—these completely determine the
correlators.

Despite these remarkable features, the moduli spa¢e, 8 SCFTs typically constitute a surprisingly
unremarkable locus in a larger moduli space of SCFTs prage(0, 2) supersymmetry [4, 5, 6, 7, 8]. This
larger moduli space has a geometric interpretation: thenidefidata of a (torsion-freg)), 2) non-linear
sigma model is a Calabi-Yau manifold and a stable holomorphic vector bundie— M, with

c1(F) =0 and ch(F) =chy(TM).

A (2,2) point corresponds td&z = T'M. For example, the familiaf2,2) SCFT associated to a quintic
hypersurface irC P* has224 deformations that only preserye, 2) supersymmetry, and all of the familiar
guantities like the moduli space metric, Yukawa coupliregel quantum cohomology are expected to vary
smoothly across th€, 2) locus. In addition, there ar@, 2) theories without g2, 2) point in the moduli
space. From the physical point of view, thé8e2) SCFTs provide the basic building blocks for a large class
of phenomenologically interesting compactifications @ lieterotic string.

Recent developments

Topological rings and quantum cohomology.A revival of interest in world-sheet (0,2) models came with
the observation [9] that (0,2) theories seemed to have angrang akin to the chiral ring of (2,2) models.
This was first observed by an application of Hori-Vafa dyakind then was confirmed by direct computa-
tions [10]. In [11] a proof was given that such structuresiad exist for all theories based on a holomorphic
bundle of rank less thathover a Calabi-Yau manifold. It was also shown that massigetiles, such as those
defined by a bundle over a toric variety possess the ringtsireicTechniques were developed for computing
these “topological heterotic rings” for (0,2) models cousted by deforming the tangent bundle over com-
pact Kahler toric varieties [12, 13], for (0,2) Landau-@mirg models [14, 15], as well as for Calabi-Yau
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hypersurfaces in toric varieties via quantum restrictibd] [ These developments were presented in the talks
of Sharpe, Guffin, and McOrist.

The results of these computations are interesting from emadttical and physical perspectives alike. On
the physics side, they encode non-trivial information dlaostrongly-coupled (0,2) quantum field theory and
lead to (un-normalized) Yukawa couplings of space-timalfieMathematically they lead to a deformation
of the usual quantum cohomology, as well as a notion of a “urarsheaf”—an object whose properties
depend on both the complex structure and Kahler modulietitiderlying manifold.

A (0,2) mirror map. The concrete computations motivated a search for a genatialh of the mirror
map. On physical grounds, it is clear that since the (2,2) T®CiSsociated to a mirror pald andW are
isomorphic, there must be a map of parameters for the defansaof 7'M to a bundleE — M to the
deformations of'WW to a bundleF — W. Given a (2,2) GLSM forM inside a toric variety, certain
deformation are naturally realized as holomorphic parametf the GLSM. Experience with (2,2) mirror
symmetry suggested the hypothesis that a (0,2) mirror mapldrexchange the holomorphic parameters
of the GLSM forE — M with those of the GLSM forr" — M. However, a counting of holomorphic
parameters in mirror pairs showed that for most hypersasfia¢ C V this is not the case [17]. A priori
this does not constitute a failure of mirror symmetry, as saithe deformations may be realized by more
complicated operators, but it does make it difficult to findeaplicit mirror map. Nevertheless, as reported
in the lecture by Plesser, for a special class of GLSMs, spording to “reflexively plain polytopes” [17],
where the number of GLSM parameters match on the two siddseahirror, an explicit (0,2) map can be
constructed [18]. It was shown that the proposed isomonplagchanged the singular loci of the mirror
theories—sub-varieties in the moduli space where the tmpohl heterotic rings become singular. This
constitutes a simple test of the proposal.

Towards higher genus results.The world-sheet methods described above are all, in one wayather,
tied to the gauged linear sigma model. The relation betwe?) gauged linear sigma model correlators
and Gromov-Witten invariants at genus zero has been umader$br some time; however, an extension
beyond genus zero remained elusive. In his talk Diaconessaritbed a recently developed mathematical
construction [19, 20]. If it is possible to generalize this(0,2) models, it would provide a higher genus
version of (0,2)-deformed Gromov-Witten theory.

Special geometry and Kahler potentials. While many aspects of the moduli space of (2,2) theories and
(2,2) mirror symmetry have a straightforward (0,2) gerieagion, at least in the case where the bundle is a
deformation of the tangent bundle, there are some notalskepéions. First, there is no longer a correspon-
dence between the moduli fields and matter charged undentiveken gauge group. More importantly, the
moduli space of a (2,2) theory is constrained to be a sped@hld¢ manifold. This is most straightforward
to see in the context of type Il string theory, where thisdat from the requirements éf = 2 space-time
supersymmetry, but it may also be determined directly irhéterotic string [21] by using Ward identities of
the underlying (2,2) SCFT.

This is a remarkably powerful constraint, since it means tthe Kahler potential, a real function of the
moduli, is determined in terms of a holomorphic prepoténfikie various techniques available to compute
exact quantities as functions of the moduli are typicallwpdul enough to determine holomorphic quanti-
ties, such as superpotential couplings and prepotentiaigxtending the methods to compute real quantities
seems difficult, if not impossible.

A generic (0,2) compactification preservds= 1 space-time supersymmetry. This requires the moduli
space to be a Kahler Hodge manifold (i.e. a manif§lavith a Kahler form with integral class if/2(X).),
but does not impose more stringent conditions. At the same, tiacking the additional Ward identities of
(2,2) SCFT, there are no other “obvious” constraints on tloelufi space geometry. Thus, with the current
state of affairs, the available computational techniquessaemingly not powerful enough to determine the
Kahler potential, and hence the moduli space geometry.

The moduli space metric is an important lacuna in the undedihg of heterotic string theory. For
instance, it is needed to compute properly normalized ghysouplings in the effective four-dimensional
theory. In addition, a knowledge of the metric is needed temeine which (possibly singular) points in
the moduli space are a finite distance away, and which carynebo infinite distance “de-compactification”
limits.

Despite such a gloomy perspective frdvn= 1 supergravity, there is some reason to be optimistic. The
key idea is that afN = 1 supergravity theory that arises from a string compactificatay not be generic,
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and thus may have additional properties such as some ndtgpeoial geometry. Evidence for this has been
found in the context of type Il compactifications involvingibanes. It was shown some time ago in [22] that
such a theory, although it possesses a¥ily= 1 space-time supersymmetry, does seem to have a preferred
set of holomorphic coordinates. While originally this wasvdloped for D-branes on non-compact Calabi-
Yau manifolds, the results have since been extended todstlamd heterotic compactifications [23, 24, 25].
This work, presented by Jockers, offers a hope that the siinature does give additional control on four-
dimensional physics. In particular, a concrete proposatasle for the Kahler potential involving certain
complex structure and bundle moduli.

Another perspective on this was offered by Quigley, who reggbon ongoing work in collaboration
with Anguelova and Sethi. The idea was to explicitly evatuadrtain perturbative corrections to the Kahler
potential for the complex moduli. They too found encourggigns suggesting a decoupling between the
different moduli beyond leading order results. It would leeywinteresting if this could be strengthened into
a full non-renormalization theorem for the Kahler potahtif complex and bundle moduli.

Open problems

The structure of (0,2) theories and their moduli spaces leas elucidated by a number of new results
presented and discussed during the workshop. However, mxaityng and crucial problems remain. A very
incomplete list might be:

1. What is the mathematical framework appropriate to desdtie quantum bundles and deformed quan-
tum cohomology? Can recent results mathematical resuliégher genus GLSM invariants be gener-
alized to the (0,2) setting?

2. There s a proposed mirror map for models where the busdeleformation o’ M. Can it be shown
to exchange topological heterotic rings? Can the proposaxbended to other examples, say with
bundles of rankt or 5? Does it relate the (0,2) mirror pairs found in [26, 27]?

3. Canthe results be extended to the class of deformatiahaith not readily identified with holomorphic
parameters of the GLSM? For instance, are such addition2) ¢@formations obstructed by world-
sheet instantons?

4. Isthere anV = 1 special geometry structure intrinsic to (0,2) half-twikteeories? F-theory/heterotic
duality suggest that the answer is likely yes, but it wouldrs¢ructive to find this structure directly.

5. Are there non-renormalization theorems for the Kahkeptial? Can it be determined in terms of
some holomorphic quantities?

New heterotic constructions

The preceding section dealt with the world-sheet propedideterotic theories constructed in a rather stan-
dard fashion: the base manifold is a Calabi-Yau three-fatd] the bundle is a deformation of the tangent
bundle. As already mentioned, such a construction has be@mrkfor some time, and while it may teach us
some general lessons about (0,2) theories and their mgahdes, it would be nice to get a handle on more
generic theories. However, before one tackles issues ofiingghces and stringy geometry of these more
generic theories, it is necessary to produce the exampessiives.

At the level of perturbative heterotic string, in order toldua string vacuum with four-dimensional
Poincaré invariance and minimal supersymmetry, we must®t a modular-invariant (0,2) SCFT with cen-
tral chargegc, ¢) = (22,9) and a supersymmetric GSO projection. Unfortunately, astflaation of such
objects is well out of the reach of current technology, andwust be content with a more specific construc-
tions. Some of these, such as asymmetric orbifolds, havadhiantage of being exactly solvable theories,
while others have a closer connection to geometry.

The geometric models are defined by some anomaly-free (Q,3M\corresponding to a compactifica-
tion geometryE’ — M as described above. Supersymmetry and anomaly cancell&tipire that)M is
a complex manifold withe; (TM) = 0, while the bundle satisfies the topological conditiensE) = 0
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mod 2 and ch(F) = ch(TM). There are, however, additional requirements in orderterNLSM to
be a superconformal theory at the quantum level. At leadidgran the NLSM couplingy’, these require
E to admit a Hermitian Yang-Mills connection. In additiongtihermitian formw and the non-vanishing
holomorphic three-forrf defined on\/ must satisfy [28, 29]

4i00w = o/ (TIRA R —TrF A F), d(||Q]|w A w) =0,

whereR is the Ricci form and is the curvature of the bundlg.

In general these are complicated equations, and the egéstd#rsolutions for generdl — M satisfying
the topological requirements is difficult to establish byrect analysis. One standard approach is to consider
solutions that have a large radius limit. In this limit therhhdéian form is closed, so tha{/ is a Calabi-Yau
manifold. As long asF is chosen to be a stable bundle, the Donaldson-Uhlenbegkhémrem guarantees
existence of a Hermitian Yang-Mills connection. This lir@én be used a starting point for constructing a
moduli space of solutions; moreover in the limit many prajgsrof the effective four-dimensional theory can
be determined by the algebraic geometry underlying> M.

A more ambitious approach is to look for a more general clésslotions, for instance of/ that does
not admit a Kahler structure, and thus cannot possessatadius limit. This is the realm of heterotic flux
compactifications. A priori, the resulting NLSMs must beemkvith a large grain of salt, since the quantum
corrections are large, and it is not obvious what the coebstring equations are, nor that a solution to the
system above implies a solution to the full equations. R&atzy, duality arguments show that such theories
do exist as bona fide heterotic vacua [30].

Recent developments

Bundles over Calabi-Yau manifolds. Heterotic compactifications over Calabi-Yau manifoldsénéeen
studied for almost the entire history of the heterotic stitself. In principle, many of the physical quantities
are determined by specific algebraic geometry computatibosinstance, the massless spectrum is deter-
mined by certain Dolbeault cohomology groups valued in tredbe and related sheaves. Similarly, Yukawa
couplings of the matter theory may be computed by studyingl@horphic Chern-Simons theory di.

These computations are, however, quite difficult in pragtand the technology is still being developed.
In the workshop Donagi reviewed the spectral cover methodsdnstructing explicit bundles, computing
spectra and Yukawa couplings. These techniques [31], masAdiyah’s construction of the moduli space of
vector bundles over an elliptic curve, allow an explicit sonction of phenomenologically interesting stable
holomorphic bundles over elliptically fibered Calabi-Yaamifolds. These techniques have led to a heterotic
construction of a theory with the charged matter spectruth@fiminimal supersymmetric extension of the
Standard Model [32], as well as explicit computations ofaierYukawa couplings, e.g. [33, 34].

In addition to the bundle data, there is also the choice ofsa lzalabi-Yau manifold. New manifolds are
still being found, some with quite desirable (from a phenoategical point of view) properties. Candelas
described one such construction, where a Calabi-Yau mdnifith Euler number—6 is constructed as a
quotient of a complete intersection i@ P?)* by a freely acting group of order 12.

Heterotic flux backgrounds. Substantial progress has also been made in the study of ctifigadgions
whereM does not admit a Kahler structure. It was shown in [35] thdaas ofM constructed as a non-trivial
T2 principal bundle overs3 does not admit a Kahler structure. This was just the sorbafactification
identified by the duality argument of [30]. It was proven ir6[3hat such an\/ admits a solution to the
NLSM equations of motion.

A substantial generalization of this construction [37] wiliscussed by Becker, who showed that there
exists a much larger class of flux backgrounds. A particylatieresting technical point that arose in that
investigation is a choice of preferred connection in defitire Chern-Simons terms appearing in the heterotic
H-field. This choice is natural from the point of view of spdtae supersymmetry and may substantially
simplify a direct analysis of the existence of solutions.

Another important generalization, presented in Sethiis tBoncerns “non-geometric” compactifications
of the heterotic string. The construction discussed thesaté backgrounds obtained by fibering the heterotic
string on al'? over some non-trivial base manifold. Such a compactificatiol be non-geometric provided
that the Kahler and complex structure of tiié both undergo monodromies over the base space [38]. By
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using F-theory/heterotic duality it is possible to showtthader certain conditions such a non-geometric
compactification should be a consistent string vacuum.

There has also been progress on constructing a gauged Siggaa model for heterotic flux back-
grounds [39, 40]. As discussed in Lapan'’s talk, the currenstructions can only accommodate the rather
special compactifications preservig = 2 space-time supersymmetry. However, they do allow compu-
tations of exact spectra at Landau-Ginzburg points, argltit be hoped that a further exploration of their
properties will help to describe the moduli space of hetertbax backgrounds, perhaps even leading to
further generalizations of mirror symmetry and stringy metry.

Open problems

Much remains to be understood in these large classes of tmgokds. We list just a few of the outstanding
issues.

1. Are there world-sheet instanton corrections to the DUAb#ity conditions?

2. Can the methods based on half-twisted theories be applib& phenomenologically promising com-
pactifications?

3. Currently, there are few techniques for exploring the alicgpace of heterotic flux backgrounds. Can
we at least have a method for counting the moduli?

4. What are the topological heterotic rings in the lineanggnodel for flux vacua?

5. Is there a world-sheet description of at least some of ¢tilegeometric heterotic vacua?

Outcome of the meeting

The workshop brought together mathematicians and phisieiso have been pursuing several quite distinct
approaches to the heterotic string. The atmosphere crbgtBtRS—with simple organization, wonderfully
efficient staff, excellent facilities, and of course indi#d views—helped us to learn about the progress made,
the technical issues, and the problems that remain in théseetit research directions. The small size of
the workshop allowed the lectures to be fairly informal eoffeading to an extended discussion with the
speaker. These conversations would continue in the cozgsainere of Corbett Hall or while enjoying the
great food in the dining hall. The workshop brought togesieseral collaborations, allowing the members to
work together, sometimes by grabbing a non-member for aut@mti®n. A number of the problems defined
at the workshop are now under active investigation, and wesare that the collaborations either continued
or begun at the workshop will open many new directions foigpess. Several participants have voiced the
opinion that the workshop was “one of the most useful | haws attended,” and we are sure this is sentiment
that would be seconded by most, if not all of the attendees.

It is a pleasure to thank BIRS for this wonderful opportuhity
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Chapter 9

Quasi-isometric rigidity in low
dimensional topology (10w5051)

Mar 07 - Mar 12, 2010

Organizer(s): Jason Behrstock (Lehman College, CUNY), Walter Neumannui@bia
University), Michael Kapovich (UC Davis)

Overview of the field and recent developments

The early work of Mostow, Margulis and Prasad on rigidity oframetic lattices has evolved into a broad use
of quasi-isometry techniques in group theory and low dirmmerad topology. The word metric on a finitely
generated group makes it into a metric space which is unjgdeetermined up to the geometric relation
called quasi-isometry, despite the fact that the metrieddp on the choice of generating set. As for lattices
in suitable Lie groups, where quasi-isometry of latticeplies commensurability, the general quasi-isometric
study of groups aims to understand the remarkable extenhtohvthis completely geometric notion often
captures algebraic properties of the group.

The Milnor-Schwarz Lemma provides an equivalence betwkergeometry of the word metric on the
fundamental group of a compact Riemannian manifold (orimetrmplex) with the geometry of its universal
cover. So the quasi-isometry study of groups also retuffiesritation about the spaces. This relationship has
proved particularly productive in low dimensional geométrpology.

There are currently a large variety of groups whose quasiétric geometry is actively being studied
by geometric group theorists. Many of these groups havesdlelsitions to objects studied by low dimen-
sional topologists. Examples of these include automorplgsoups of free groups, mapping class groups
(Hamenstadt, Behrstock-Kleiner-Minsky-Mosher), 3-ifigid groups (Gromov-Sullivan, Cannon-Cooper,
Eskin-Fisher-Whyte, Kapovich-Leeb, Rieffel, SchwartehBstock-Neumann), solvable Lie groups (Eskin-
Fisher-Whyte, Dymarz; the 3-dimensional group Solv hadjlbaen the holdout in understanding geomet-
ric 3-manifold groups), Artin groups (Bestvina-Kleineagkev, Behrstock-Neumann), relatively hyperbolic
groups (Drutu-Sapir, Osin), and others.

The study of many of these groups had been completely outchrentil the flurry of activity which has
occurred in recent years, bringing many of these groupsnitasp.

An old theorem of Stallings, the Ends Theorem, can be rginééed as quasi-isometric invariance of
splitting over a finite group. Quasi-isometric rigidity ofayip splittings has remained an active area of
research (Papasoglou, Mosher-Sageev-Whyte, etc.).

Questions of quasi-isometric rigidity and classificatioa studied using a range of techniques. Indeed,
Gromov’s Polynomial Growth Theorem, which was one of thelsed the modern study of quasi-isometric
rigidity since it implies that virtual nilpotence is quasbmetrically rigid, already employed a large number
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of tools: representation theory, differential geometryrityomery—Zippen'’s proof of Hilbert’s 5th prob-
lem, etc. Since then a number of other tools have also coroeus#, including quasi-conformal analysis,
asymptotic cones;’AT'(0) geometry, logic, etc. Several recent proofs of outstangiogplems have added
new tools, including coarse differentiation used to angyuestions about solvable Lie groups (Eskin-Fisher-
Whyte), applications of the Continuum Hypothesis to resaton-uniqueness questions about asymptotic
cones (Kramer, Thomas, Tent, Shalah), harmonic analysiddimer's new proof of Gromov’s theorem,
representation theory in the work of Shalom, etc.

Despite recent major advances, very significant problemsire For example, little is known about the
outer automorphism group of the free group, one of the ckgitoaips in the intersection of low dimensional
topology and geometric group theory. There have been dauesads into quasi-isometry for Artin groups,
but the general case remains wide open. Despite the fagtithatent groups were the first to be shown to be
quasi-isometrically rigid, their quasi-isometric cld&sition remains a well-known difficult question. Sim-
ilarly classification of hyperbolic and relatively hypettoagroups remains open although rigidity is known
(Gromov, Drutu). And there are several other areas of astivay.

This conference brought together a range of specialistse/brpertise in order to educate each other in
the broad spectrum of techniques and problems in quasiesamigidity. A number of graduate students
actively participated in the conference as well.

Program

Monday March 8, 2010

9:15-10:15 Mladen BestvinaThe asymptotic dimension of mapping class groups is finite
10:45-11:45  Christopher Casheljne Patterns in Free Groups

14:00-15:00 Jason BehrstoclQuasi-isometric classification of right angled Artin graup
15:30-16:30  Walter NeumannQuasi-isometry of 3-manifold groups

Tuesday March 9, 2010

9:00-10:00 Linus KramerCoarse rigidity of euclidean buildings
10:30-11:30  Anne Thomasl.attices in complete Kac-Moody groups
14:00-15:00 Michael KapovichEnds of groups and harmonic functions
15:30-16:30 Mark HagenERF after Dani Wise

Wednesday March 10, 2010

9:00-10:00 Mark Sapir,Dehn functions of groups and asymptotic cones

10:30-11:30  Kevin Wortman ,Non-nonpositive curvature of some non-cocompact aritiuntegtices
Thursday  March 11, 2010

9:00-10:00 Xiangdong Xie ,Quasiisometries tof some negatively curved solvable ldams
10:30-11:30  Tullia Dymarz,Bilipschitz equivalence vs. quasi-isometric equivalence

14:00-15:00 Eduardo Martinez-Pedroz&gparation of Quasiconvex Subgroups in Relatively HypierBooups
15:30-16:30 Genevieve WalshQuasi-Isometry classes of hyperbolic knot complements
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Presentations

Jason Behrstock (Lehman College, CUNY)
“QI classification of right-angled Artin groups”

This was the first of a two part talk involving joint work withalfer Neumann. This talk was on results from
the papers [2] and [4], the second part was given by Waltenieun and focused on the work in [3].

A graph manifolds an irreducible, non-geometrie-manifold (possibly with boundary) for which every
geometric piece is Seifert fibered. In the first half of th& taé discussed:

Theorem 2 (Behrstock—Neumann; [2])Let M, M’ be graph manifolds (possibly with boundary). The fol-
lowing are equivalent:

1. M and M’ are bilipschitz homeomorphic, hefd denotes the universal cover.
2. m1(M) andm (M’) are quasi-isometric.

3. BS(M) and BS(M') are isomorphic ag-colored trees, herd3S (M) is the Bass—Serre tree corre-
sponding to the graph of groups decompositiomf)1).

4. The minimaR-colored graphs in théisimiliarity classes of the colored decomposition graptid/)
andT'(M’) are isomorphic.

During this period we introduced the notionlmsimiliarity and gave a number of explicit examples. We
sketched the proof of the above theorem, via a special chewijsg that if A/ and M’ are closed then their
universal covers are bilipschitz homeomorphic, this amedan conjecture of Kapovich—Leeb from the early
90's.

Next we turned to applications of bisimilarity to the quasimetric classification of right-angled Artin
groups. We introduced a family of such groupsstree groups which are the right-angled Artin groups
associated to a family ai—dimensional simplicial complexes, namely the smallestilfacontaining the
n—simplex and with the property that the union of any two ca®ps in this class along a co-dimension one
simplex is also in this class. For instance, fio= 1 this is the class of finite trees.

We then discussed:

Theorem 3 (Behrstock—Neumann; [2]) Any two irreducible right angled—tree groups are quasi-isome-
tric.

N-tree groups admit an analogue of the geometric decompog$dr 3—manifold groups, accordingly,
some of the information in this geometric decompositionfvadescribed via a finite bipartite colored graph,
which we called’(K), wherekK is the defining simplicial complex.

Theorem 4 (Behrstock—Januszkiewicz—Neumann; [4]Given two simplicial complexds, K which yield
n—tree groups. The groupdx and Ak are quasi-isometric if and only if (K') andT'(K") are bisimilar
after possibly reordering one of the color sets by an eleroétite symmetric group om+ 1 elements.

Mladen Bestvina (University of Utah)
“Asymptotic dimension of the mapping class group”

| started the talk with an introduction to asymptotic dimens In particular, | recalled Gromov’s proof that
hyperbolic groups have finite asymptotic dimension and tak-Bujiwara argument that curve complexes
associated to compact surfaces have finite asymptotic dioren

Then | outlined a proof of the following theorem, joint withhdnberg and Fujiwara.

Theorem 5 Mapping class groups have finite asymptotic dimension.
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The proof proceeds in three steps. The overall goal is toym®@n action of a given mapping class
group on the finite product; x --- x X with eachX; hyperbolic and of finite asymptotic dimension, such
that an orbit map is a quasi-isometric embedding. E¥¢ls obtained from a quasi-tréle by “blowing up”
each vertex to the curve complex of a subsurface. The keyisthe construction of;. This can be done
“axiomatically”, that is, whenever a grodpacts on a seY satisfying certain axioms, there is an induced
action ofl" on a quasi-tree. A prototypical situation is that of a Klaimgroupl™ acting onH? with Y an orbit
of axes of loxodromic elements. In our applicatidhis a certain collection of isotopy classes of connected
incompressible subsurfaces of the given surface

Christopher Cashen (University of Utah)
“Line patterns in free groups”

Take a word w in a free group’ of rank at least 2. Consider a tréequasi-isometric ta?'. The cosets of
(w) in F correspond to a pattern of linesTh We study a space called tdecomposition spac&hich is a
quotient of the boundary df related to the line pattern. We use the cut set structurei®tfface to prove
quasi-isometric rigidity results for line patterns. In feular, we would like to determine when the group of
guasi-isometries of the free group that preserves the htteim is conjugate into an isometry group of some
“nice” space.

We show that this is never true if the decomposition spacesdnected, has cut points or has cut pairs.
We conjecture that these are the only cases that the linerpddils to be rigid. With some hypotheses on the
complexity of the line pattern, we show that the patternggdrand furthermore that we can take the “nice”
space to be a finite valence tree.

These results have applications to quasi-isometric dleagons for graphs of free groups, including
mapping tori of some free group automorphisms.

This is joint work with Natasa Macura.

Tullia Dymarz (Yale University)
“Bilipschitz equivalence is not equivalent to quasi-isomgic equivalence for
finitely generated groups”

A quasi-isometric equivalend®tween metric spaces is a map X — Y such that for som&’, C > 0
1
~C+ d(x.y) < d(f(2). /() < Kd(z,y) + C

forall z,y € X and such thatbhd-(f(X)) = Y. This is a generalization of the more common notion of a
bilipschitz equivalencea bijection between metric spaces that satisfies for shme

%d(x,y) < d(f(2), f(y)) < Kd(,y).

A natural question to ask is for which classes of metric space these two notions equivalent. Burago-
Kleiner and McMullen gave examples of a separated neifR?ithat are not bilipschitz equivalent to the
integer lattice (but all nets are quasi-isometric). Oueliast is in the class of finitely generated groups
equipped with word metrics. For a finitely generated grdug choice of generating sét determines a
Cayley graph's with metricds. The metricds depends orb but for any given group all Cayley graphs
are bilipschitz equivalent. The examples of Burago-Kleared McMullen are not Cayley graphs of finitely
generated groups. We prove the following Theorem:

Theorem 6 Let F and G be finite groups withF| = n and |G| = n* wherek > 1. Then there does not
exist a bijective quasi-isometry between the lamplighteugsG Z and ' Z if k is not a product of prime
factors appearing im.
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Mark Hagen (McGill University)
“LERF after Dani Wise”

We discuss recent work of Dani Wise on fundamental grouppegial cube complexes, focusing on appli-
cations to the subgroup separability and virtual fiberingloged hyperbolic Haken 3-manifolds. special
cube complexs a cube complex whose immersed hyperplanes do not exleitidin pathologies; equiva-
lently, a cube complex is special if it admits a local isomédrthe cube complex associated to a right-angled
Artin group. Special cube complexes generalize graphsdrsémse that cubical local isometries to special
cube complexes are virtual retracts, as is the case for isiorer of graphs. This is used to prove that quasi-
convex subgroups of virtually special groups are sepaf&@BERF). Moreover, the right-angled Artin group
characterization of special cube complexes shows thataliytspecial groups are “residually finite rational
solvable” (RFRS).

A quasiconvex hierarchfor a groupG is a way of constructings from a (finite) collection of trivial
groups by a finite sequence of iterated HNN extensions antama in such a way that the edge groups are
all quasiconvex inG. Wise showed that groups admittingjaasiconvex hierarchgre virtually fundamental
groups of special cube complexes, and thus enjoy the QCERERRF properties. In particular, the Haken
hierarchy for a closed hyperbolic 3-manifald with a geometrically finite incompressible surface yields a
guasiconvex hierarchy far; M. Thatw; M is subgroup separable is immediate from local quasicotywexi
and QCEREF. Virtual fibering follows from RFRS, by a result aja\.

Michael Kapovich (University of California, Davis)
“Energy of harmonic functions and Gromov’s proof of Stallings’ theorem”

In his essay [9, Pages 228-230], Gromov gave a proof of tHéng& theorem [26] on groups with infinitely
many ends using harmonic functions:

Theorem 7 (Stallings) Let GG be a finitely-generated group with infinitely many ends. T@esplits nontriv-
ially as an amalgants = G *¢, G2 or HNN extensiort; ¢, with a finite edge grours.

The goal of this talk is to provide the details for Gromov’g@aments.

Let M be a complete Riemannian manifold of bounded geometry,winés infinitely many ends. Sup-
pose that there exists a numbrsuch that every point id/ belongs to anlR—neck i.e., anR-ball which
separated/ into at least three unbounded components. (This propeirtyrediate ifA/ admits a cocompact
isometric group action.)

Let M := M U Ends(M) denote the compactification aff by its space of ends. Given a continuous
functiony : Ends(M) — {0, 1}, let

h=hy: M —1[0,1]

denote the continuous extensiomgfso thath| M is harmonic. The uniquenessiokasily follows from the
maximum principle, while the existence bfis nontrivial was independently established in [12] and [18
Let H (M) denote the space of harmonic functions

{h=hy,x: Ends(M) — {0,1} is nonconstart

We give H (M) the topology of uniform convergence on compactdin Let £ : H(M) — R4 = [0,00)
denote the energy functional.

Definition 9.0.0.1 Given the manifold\/, define itsenergy gag (M) as
e(M):=inf{E(h) : he H(M)}.

If M admits an isometric group actiadd ~ M, thenG acts onH (M) preserving the functionakb.
ThereforeFE projects to a lower semi-continuous functiodat H(M)/G — R, where we givell (M) /G
the quotient topology. Our main technical result is
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Theorem 8 1. ¢(M) > u > 0, whereu depends only o, \; (M) and geometry ol
2. If M admits a cocompact isometric group action, then H (M )/G — R is proper in the sense that

E~([0,17)
is compact for ever§” € R .

Actually, it was observed by Bruce Kleiner that 1 easily irepl2.

We now sketch our proof of the Stallings’ theorem. Sidtés semicontinuous and proper méf £
attains it minimume(M). Leth € H(M) be an energy-minimizing harmonic function. We then verify
that the set := {h(z) = 3} is precisely-invariantith respect to the action af, i.e.. gS N X # ( iff
g% = ¥. By choosing sufficiently close tol we obtain a smooth hypersurfae= {h(z) = t} which is
precisely-invariant undes and separates the ends/af. We then definevallsif M to be the hypersurfaces
Sy ={f =1t},f=g*(h) forsomeg € G. We say that a hypersurfacy separategointsz,y € M if
f(z) < twhile f(y) > t. We then define a graph dual to the collection of walls id/: The edges of” are
the walls, while the vertices df are the “indecomposable” subsetsidf\ G - S, i.e., subsets which cannot
be separated by one wall. We then verify tiiais a tree. ClearlyG acts onl’ and the edge-stabilizers are
finite sinceS is compact. Thereforé&; splits over a finite group.

Linus Kramer (Universit at M tinster)
“Coarse rigidity of Euclidean buildings”

In my talk | presented the following results. We prove codrg quasi-isometric) rigidity results for trees
(simplicial trees an@®-trees) and, more generally, for discrete and nondiscnetédean buildings. For trees,
a key ingredient is a certain equivariance condition. Ouinmesults are as follows.

Theorem 9 Let G be a group acting isometrically on two metrically completafless treeg’, 7>. Assume
that there is a coarse equivalenge: 77 — T3, thatT; has at least3 ends and that the induced map
of : 0Ty — 0T, between the ends of the treegidsequivariant. If theGG-action ondTy is 2-transitive, then
(after rescaling the metric off;) there is aG-equivariantisometryf : Ty — T with 0 f = 0f. If T} has at
least two branch points, thefis unique and has finite distance frofn

Theorem 10 Let X; and X5 be metrically complete nondiscrete Euclidean buildingssehspherical build-
ings at infinityd.,; X1 and 0., X5 are thick. Letf : X; x R™ — X, x R™? be a coarse equivalence.
Thenm,; = my and there is a combinatorial isomorphisfa : ., X1 — 0. X2 between the spherical
buildings at infinity which is characterized by the fact ttia f-image of an affine apartment C X; has
finite Hausdorff distance from th&-image ofA.

We remark that the boundary mdjp is constructed in a combinatorial way frofn In general, a coarse
equivalence between CAl)-spaces will not induce a map between the respective Titadrmies.

Theorem 11 Letf : X3 xR™ — X, xR™2 be asin Theorem 10 and assume in addition tiahas no tree
factors. Then there is (after rescaling the metrics on theducible factors ofX;) an isometryf : X; — Xo
with boundary mag. = f.. Putf(z x y) = fi(z x y) x fa(x x y). If none of the de Rham factors &%

is a Euclidean cone over its boundary, théms unique andi(f1(x x y), f(x)) is bounded as a function of
r € X;.

For a more general statement see our preprint [16]. Theo@emmd Theorem 11 were proved by Kleiner and
Leeb under the additional assumptions that the Euclidedditgs are thick (i.e. that the thick points are
cobounded) and that the spherical buildings at infinity asafdng [13, 1.1.3] or compact [17, 1.3]. (These
results extended, in turn, Mostow-Prasad rigidity [23]y Bts’ extension theorem every thick irreducible
spherical building of rank at lea8tis automatically Moufang. The spherical building at infynif an irre-
ducible2-dimensional Euclidean building, on the other hand, neddaceither Moufang or compact; see,
for example, [5]. In contrast to [13], we construct the conatdrial boundary map. of Theorem 10 first
and then use it to obtain a simpler approach to Theorem 11.
This is a joint work with Richard M. Weiss
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Eduardo Mart inez-Pedroza (McMaster University)
“Separation of Quasiconvex Subgroups in Relatively Hyperblic Groups”

A subgroupH of a groupG is separabléf for any g € G — H there is a homomorphismonto a finite group
such thatr(g) ¢ w(H). A group isresidually finiteif the trivial subgroup is separable, iERF if every
finitely generated subgroup is separable, arslaaderif every subgroup is finitely generated. For example,
finitely generated abelian groups are LERF and slender.

Given a relatively hyperbolic group with peripheral stiwret consisting of LERF and slender subgroups,
we study separability of relatively quasiconvex subgroudpss is connected to residual finiteness of hyper-
bolic groups. It is not known whether all hyperbolic groups @esidually finite. In particular, the main result
of [1] is the following.

Theorem 12 [1] If all hyperbolic groups are residually finite, then eyequasiconvex subgroup of a hyper-
bolic group is separable.

We extended this result, answering a question in [1], asvicl

Theorem 13 [19] Suppose that all hyperbolic groups are residually #nitlf G is a relatively hyperbolic
group with peripheral structure consisting of subgroupsachhare LERF and slender, then any relatively
quasiconvex subgroup 6f is separable.

This extension together with deep resultgimanifolds have some interesting corollaries.

Corollary 9.0.0.2 [19] If all hyperbolic groups are residually finite, then dfinitely generated Kleinian
groups are LERF.

Corollary 9.0.0.3 [19] If all fundamental groups of compact hyperboliemanifolds are LERF, then all
fundamental groups of finite volume hyperbdghorbifolds are LERF.

Theorem 13 is proved by combining one of combination thesréan quasiconvex subgroups in [20] with
Theorem 12 and the Dehn filling technique of [10, 21].
The main technical result is stated below.

Definition 9.0.0.4 A relatively quasiconvex subgroup of G is calledfully quasiconvexf for any subgroup
P € P and anyf € G, either H N P/ is finite or H N P/ is a finite index subgroup oP/. (Here
Pl =fPf1)

Theorem 14 Let G be hyperbolic relative to a collection of slender and LERBgoups. For any relatively
quasiconvex subgrouf) and anyg € G — @, there is a fully quasiconvex subgrodp, and a surjective
homomorphism : G — G such that

1. Q< H,

2. G'is a word-hyperbolic group,

3. m(H) is a quasiconvex subgroup 6f,
4. m(g) & m(H).

Theorem 13 is proved by combining one of combination thegriamquasiconvex subgroups in [20] with
Theorem 12 and the Dehn filling technique of [10, 21]. The nt@alnical result is stated below.

Definition 9.0.0.5 A relatively quasiconvex subgroup of GG is calledfully quasiconvef for any subgroup
P € P and anyf € G, either H N P/ is finite or H N P/ is a finite index subgroup oP/. (Here
Pl =fpPf=1)

Theorem 15 LetG be atorsion free group hyperbolic relative to a collectidislender and LERF subgroups.
For any relatively quasiconvex subgrogpof G and any elemeng € G such thatg ¢ @, there is a fully
guasiconvex subgroufi of GG, and a surjective homomorphism G — G such that
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1. Q< H,

2. G'is a word-hyperbolic group,

3. m(H) is a quasiconvex subgroup 6f,
4. m(g) & m(H).

We can prove Theorem 13 from Theorem 15 as follows: [Proofltgdrem 13] Let) < G be relatively
quasiconvex, and legt € G'\ Q. By Theorem 15 there is a fully quasiconvBx< G containing@ but notg,
and a quotient : G — K so thatr(g) ¢ n(H), K is hyperbolic, andr(K) is quasiconvex.

Assuming all hyperbolic groups are residually finite, Threorl2 implies that there is a finite groudp
and a quotiend : K — F so thatp(n(g)) ¢ ¢(m(H)). Sinceg(n(H)) containsy(m(Q)), the mapp o
serves to separatefrom Q).

This is a joint work with Jason Manning.

Walter Neumann (Columbia University)
“Quasi-isometries of 3-manifold groups”

The remaining case to be resolved for quasi-isometric ifileestson of fundamental groups of compaikt
manifolds (allowing torus boundary components) is the cdseeducible3-manifolds with non-trivial geo-
metric decomposition in the sense of Thurston and Perelman.

The classification for non-geometric 3-manifolds with n@éasbolic pieces in their geometric decompo-
sitions was described in Jason Behrstock’s talk (see stibsexand [2]). The general non-geometric case
(also joint work with Behrstock, see [3]) is a combinationttos case and the case when all pieces are hy-
perbolic, so my talk restricted to the all-hyperbolic casesimplicity. However, we assume that at least one
piece is non-arithmetic, since if all pieces are arithmetien the manifold has very “arithmetic” behaviour,
and the theory in this case is not yet fully worked out.

A non-geometric 3—manifold whose geometric decompositiecomposes it into hyperbolic pieces, at
least one of which is non-arithmetic, is calleddAH-manifold

The classification for graph-manifolds (no hyperbolic pi®cdescribed in Behrstock’s talk (subsection 9)
was in terms of finite labelled graphs; the labelling corsigif a color black or white on each vertex and the
classifying objects are such two-colored graphs which a@reémal under a relation calledisimilarity. For
NAH-manifolds the classification is again in terms of finébélled graphs, and the the classifying objects
are again given by labelled graphs which are minimal in alainsense. The labelling is more complex:
each vertex is labelled by the isomorphism type of a hypérloobifold and each edge is labelled by a linear
isomorphism between certain 2-dimensio@alvectorspaces. We call these grapiAsH—graphs There is a
natural morphism concept for such graphs, and the equiselertation generated by existence of morphisms
turns out to have a unique minimal object in each equivalefess. The main results are:

1. Theseminimal NAH—graphs classify fundamental groups of NAH-manifofutouguasi-isometry.

2. A minimal NAH—graph arises as the classifying graph fouasj-isometry class of 3-manifold groups
if and only if it isbalancedthe product of determinants of the linear maps labellinge=ialong any
closed path in the graph should kel).

3. Ifthe minimal NAH—graph is a tree and the vertex labelsdaw orbifold cusps then any two manifolds
in the corresponding quasi-isometry class are commenserab

The third of these theorems and the “if” in the second areetuly proved only under the assumption that
the Cusp Covering Conjectur@CCC below) is true in dimension 3. They must therefore bgliconsidered
to be conjectural, although CCC is used in part for simpli@hd much less should be needed to prove these
results.

CCC: Any hyperbolic manifold/ has a finite index subgroup of each of its cusp fundamentalggcuch
that, for any choice of a smaller finite index subgratipof each cusp fundamental group, there is a
finite coverM — M which restricts on each cusp 61 to the covering given by the correspondifg
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CCC (in all dimensions) is implied by the well known conjeetthat any word-hyperbolic group is residually
finite (RFCH). However the truth of RFCH is considered to binea doubtful, while the Cusp Covering
Conjecture is much more plausible.

Mark Sapir (Vanderbilt University)
“On Dehn functions of groups”

| formulated and proved Gromov’s theorem that a group wittasymptotic cones simply connected has
polynomial Dehn function and linear isodiametric functiof partial converse was proved by Papasoglu:
groups with quadratic Dehn functions have simply conneaw®anptotic cones. There are many different
types of examples of groups with quadratic Dehn functiongvedtheless they all seem to satisfy some
strong algorithmic properties. In particular | formulai@donjecture due to Rips that all these groups have
solvable conjugacy problem. | presented a quasi-proofiefdbnjecture (due to Olshanskii and myself). It
is not known if this proof works for all groups with quadrabehn function It does work for multiple HNN
extensions of free groups. In particular, this and the tesfuBridson and Groves imply that free-by-cyclic
groups have solvable conjugacy problem. Finally | formedathe main new result obtained jointly with
A. Olshanskii

Theorem 16 There exists a finitely presented group with undecidablde wmblem and almost quadratic
Dehn function (that is the Dehn function is smaller ti@n? on arbitrary long intervals).

Anne Thomas (Oxford University)
“Lattices in complete Kac—Moody groups”

Let G be a complete Kac—Moody group of radkvith symmetric Cartan matrix, defined over a finite field.
An example is the “affine case® = SL2(F,((t))), which is overF,. Such a grouf- is a totally discon-
nected locally compact group, which, apart from the affinecés non-linear. The grou@ is obtained by
completing a minimal or incomplete Kac—Moody grofpwith respect to some topology. For example, in
the affine cas@d = SLy(F,[t, t~1]).

The groupG acts on its Bruhat—Tits building’, a (¢ + 1)—regular tree, with quotient a single edge. We
classify the cocompact lattices @& which act transitively on the edges &f. These lattices are given as
graphs of groups, together with an embedding of the fund#ahgroup of the graph of groups int®. Using
this classification, we prove our main result:

Theorem 17 Let G be a topological Kac—Moody group of rarzkdefined over the finite fieldl,, with sym-

metric generalised Cartan matrié 2 —m

>,m > 2. Then forg > 540
-m 2

2

min{u(I'\G7) | I'a cocompact lattice 67} = s
q

whered € {1,2,4} (depending upon the particular grou@). Moreover, we construct a cocompact lattice
T'y < G realising this minimum.

Here,Z(G) is the centre o7, which is a finite group and is the kernel of the-action onX. Forg even
org = 3 mod 4 we find the minimum covolume among cocompact lattice§ iny proving that the lattice
which realises this minimum is edge-transitive. lgo= 1 mod 4, there are in general no edge-transitive
lattices inG, andI’y in this statement has two orbits of edgeson

Aresult of independentinterest is the following analogtitne fact that lattices in semisimple Lie groups
do not contain unipotent elements:

Proposition 9.0.0.6 Let G be as in Theorem 17 above. Iifis a cocompact lattice ir7, thenT" does not
containp—elements.

This is proved using the dynamics of the-action onX. Our proofs also use covering theory for graphs
of groups, the Levi decomposition for the parahoric subgsoafG and finite group theory.
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Genevieve Walsh (Tufts University)
“Quasi-isometry of hyperbolic knot complements”

A result due to R. Schwartz says that cusped hyperbolic 3foida are rigid: they are quasi-isometric
exactly when they are commensurable. Thus for hyperbolat knmplements, we have rigidity, and the
remaining problem is to classify such knot complements upatmmensurability. This is the goal of this
work. An easier question is to understand how many knot cemghts are in a commensurability class. We
say thatk ~ K’ if the 3-manifoldsS?® \ K andS® \ K’ are commensurable. L&t(K) = {K'|K ~ K'}.
The following conjecture was made in [19].

Conjecture 9.0.0.7 (Reid, Walsh) If53 \ K is hyperbolic|C(K)| < 3.
The following is substantial evidence for this conjecture.

Theorem 18 (Boileau, Boyer, Walsh) Lét be a hyperbolic knot without hidden symmetries. Tlagi )| <
3.

For a Kleinian grougd” the commensuratar ™ (T") is the group of those elemenjsf PSL(2,C) such
that' N gI'g~* is finite index inT" and ingl'g~!. A hyperbolic knot admits hidden symmetries if the
commensurator of is strictly larger than the normalizer dfwhereS® \ K = H?/T". There are only two
knots up to 12 crossings known to have hidden symmetriesdditian, there are restrictions on the shape
on the cusp of a knot which has hidden symmetries. Thus weealgi not having hidden symmetries is a
generic condition for knot complements. As a partial ansiwehe classification of hyperbolic knots up to
commensurability, the proof yields that hyperbolic knotngdements which do not admit hidden symmetries
are commensurable exactly when they are cyclically comorafbde. By this we mean that they admit a
common cyclic cover. A more concrete classification is tHefang.

Theorem 19 (Boileau, Boyer, Walsh) L&k by a periodic hyperbolic knot without hidden symmetrieshsuc
that|C(K)| > 1. ThenK is an unwrapped Berge-Gabai knot.

Kevin Wortman (University of Utah)
“Non-nonpositive curvature of some non-cocompact arithmec lattices”

We show that irreducible non-cocompact arithmetic groupype A,,, B, C,, D,, Es and E; have an
isoperimetric inequality in some dimension that is bounleldw by an exponential function. Consequently,
such groups do not satisfy any reasonable definition of ngitipe curvature, including for example, comba-
bility or CAT'(0).

The proof proceeds by constructing an infinite family of egcin a neighborhood of an orbit of the
arithmetic group acting on its associated symmetric spglee volumes of the cycles grow polynomially.

The volumes of any family of chains filling the cycles that epatained in the same neighborhood of the
orbit grows exponentially, even though there exist fillimfgolynomial volume in the symmetric space.

The proofis a generalization of the proof of Thurston-Ejostteat S L,,(Z) is not combable if. > 3. The
cycles we construct are contained on a “horosphere”, andrtiast efficient fillings extend into a horoball
that is disjoint from the orbit neighborhood of the arithiogfroup.

The type restriction from the statement of the result ersstire existence of a maximal proper parabolic
subgroup whose unipotent radical is abelian. It is this Ipalia group that determines the horosphere men-
tioned above, and the unipotent radical being abelian #iepktomputations.

Xiangdong Xie (Georgia Southern University)
“Quasiisometries of some negatively curved solvable Lie gups”

Let A be ann x n matrix. LetR act onR™ by (t,7) — e*4z (t € R, x € R™). Denote the corresponding
semi-direct product byz 4 = R™ x4 R. If the eigenvalues ofl have positive real parts, the®, admits
left-invariant Riemannian metrics with negative curvatur

We classify all thesé& 4 up to quasiisometry. We show that all quasiisometries betvgeich manifolds
(except when they are biLipschitz to the real hyperbolicsgaare almost similarities and height-respecting.
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Furthermore, we derive that such manifolds (except whepdine biLipschitz to the real hyperbolic spaces)
are not quasiisometric to any finitely generated groups.

Since two negatively curved spaces are quasiisometricibaty if their ideal boundaries are quasisym-
metric, we prove these results by studying the quasisynicmetips on the ideal boundary of these manifolds.
We classify the ideal boundaries of negatively cur¢gd = R™ % 4 R up to quasisymmetry, and show that
every quasisymmetric map between the ideal boundariesiexden the solvable Lie groups are biLipschitz
to the real hyperbolic spaces) are biLipschitz.

The results of Eskin-Fisher-Whyte, Dymarz and Peng vyieldsgsometric classification and rigidity
results for the class of grouf$+ 4 }, where A has eigenvalues with positive real part and eigenvaluds wit
negative real part, but has no eigenvalues with zero real @arr results complement theirs. The proofs are
also completely different.

Outcome of the Meeting

Due to late cancellations, the number of partipants was dféau of the planned 20, but there was a general
consensus that the size of the group led to even closer atitena and more focussed discussion than is
common at such meetings. Some progress was made on proladsed at the meeting, but it is too early
to predict the full impact on new research and collaboratitom the meeting. Suffice it to say that in
conversations at the meeting and since, participants heseribed the meeting as having been unusually
successful.
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Chapter 10

Geometric Scattering Theory and
Applications (10w5106)

Mar 14 - Mar19, 2010

Organizer(s): Peter Perry (University of Kentucky), Peter Hislop (Unsigy of Ken-
tucky), Rafe Mazzeo (Stanford University), Antonio Sa Btor(Purdue University)

Overview of the Field

Classical scattering theoryby which we mean the scattering of acoustic and electroetagwaves and
guantum particles, is a very old discipline with roots in hehatical physics. It has also become an impor-
tant part of the modern theory of linear partial differehéquations.Spectral geometris a slightly more
recent subject, the goal of which is to understand the cdiomexbetween the behavior of eigenvalues of the
Laplace-Beltrami operatak, on a compact Riemannian manifdld/, g) and various features of the geom-
etry and topology of this manifoldseometric scattering theotyas developed over the past few decades as a
unification and extension of these two fields, though cedapects of the field go back much further. On the
one hand, scattering theory is the natural replacementéostudy of eigenvalues on complete, noncompact
manifolds since the spectrum of the Laplace-Beltrami dperaay often contain only continuous spectrum,
whereas there is still a rich theory for some of the otherabja scattering theory described below. On the
other hand, the study of scattering theory in the settingiefif@nnian manifolds adds many new subtleties
and problems over those encountered for traditional Stthg&r operators on Euclidean space by allowing
for spaces with various more intricate types of asymptotiorgetries. This broader perspective has turned
out to be surprisingly revealing and to shed light on manyefdlassical problems in scattering on Euclidean
spaces. This ‘unification’ of scattering theory and spécfemmetry was proposed as a systematic area of
study in a series of lectures given by R. Melrose at Stanfod®P4 [11]. Since that time the field has grown
substantially, partly along some of the lines that Melroaeé foreseen, but in many exciting and unexpected
directions as well.

Geometric scattering theory encompasses the study, intlaelést sense, of the spectrum of the Laplace-
Beltrami operator\, and other natural elliptic operators on complete, noncanBsémannian manifolds
(M, g) with geometries which are ‘asymptotically regular’ at iitfin While there is no precise definition of
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this condition, it encompasses many natural settings aslddes such cases as manifolds which are asymp-
totically Euclidean or conic, asymptotically cylindricat periodic, asymptotically (either real or complex)
hyperbolic, or modeled on other locally or globally symneetipaces of noncompact type. The objects of
study include the resolvent of the Laplace-Beltrami operat, given by

RN = (A =N,

which is a priori defined as a holomorphic family bf bounded operators whenis away from the spec-
trum. In many cases, the resolvent can be extended to acebetather function spaces, and in that sense
can be continued to a meromorphic operator-valued funciitne poles of this meromorphic extension are
calledresonancesResonances are the natural generalizations’afigenvalues. Another central object in
geometric scattering theory is theattering operatarwhich can be defined as follows. For manifolds which
are (asymptotically) Euclidean, and endowed with a systepolar coordinate$r, #) at infinity, a solution

of (A, — X)u = 0 has an asymptotic expansion of the form

1—

u(r,0) ~ = (f(e)@i“/X + 9(9)6_"‘5) +Or T,

wheren = dim M. Itis known that (at least whekis not an eigenvalue or a resonancey; i§ any function

on the sphere at infinity, then there is a uniquely associgttkralized eigenfunctioni with eigenvalue\
having the above form. Hence, for for a functigron the sphere at infinity, there is a uniquely associated
matching coefficieny. The scattering operator is the map

(S(VAF)(0) = 9(8).

For manifolds with other types of asymptotic geometry, ¢hisra corresponding definition based on the fact
that generalized eigenfunctions have an asymptotic expaas infinity similar to the one above. Like the
resolvent, the scattering operator also has a meromorpténgon in many situations, and its poles are
(usually) the same as the set of resonances. The resoleatatiering operator carry the same information,
in principle, but both are very interesting objects of studytheir own right. The scattering operator is
traditionally studied in the physics literature because firesumably the one which is actually observable.

The approach to scattering theory outlined so far is caligiionary scattering theory since dynamics has
played no explicit role. There are two different ways thabayics can enter the picture. The first is that
the long-term behavior of the geodesic flow @, g) has a profound affect on the scattering operator and
resonances. One of the important and broad areas of ing#etign this field is to determine the relationships
between these various objects in scattering theory andyth@ndical properties of geodesic flow. Questions
here stretch from the field now called quantum chaos, whishdeap connections with number theory, to the
large area around the Selberg and Arthur trace formulae anchémy more general trace formulae coming
from the physics literature. The second way that scattehiagry relates to dynamics is that all of stationary
scattering theory can be recast in terms of behavior ofisolsito the associated wave equation

Ou = (0} — Ay)u = 0.

The scattering operator, for example, can be understoodreesaas of comparing the long-time evolution of
the Cauchy data, i.e. the map

(u|t:0, atu|t:0) — (u|t:T, 8tu|t:T)7

to the corresponding Cauchy data evolution for a ‘free’ afmr e.g. the wave operator on a space which
contains only information about the asymptotic geometrydf ¢), but discards all the interior geometric
and topological ‘complexities’ which cause the scatterimere are many relationships between these two
notions of dynamics, of course, most centered around theéafmental principle that singularities of the
solutionsu(t, z) of this wave equation are invariant under the Hamiltoniaw féssociated to the principle
symbol of CJ onT*(R x M), which is closely related to the geodesic flow ah

Taking this broader perspective—i.e., including the wagwerator along with the resolvent of the Laplace-
Beltrami operator (and also the heat operator, time-deg@n8chrodinger operator, etc.)-leads to many
new questions as well as important connections to othesfigdinongst the most important of these is the
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connection with the study of solutions of the wave equat&soaiated to a Lorentzian metric, in particular on
spaces which do not naturally split Bsx M. The most natural and important examples of such Lorentzian
spaces are the vacuum solutions of the Einstein equatiomgtames called cosmological spacetimes. There
is extensive ongoing work aimed at understanding the #tabihder the nonlinear Einstein evolution of
even the most simple of these spacetimes. For example, to¢ @i the stability of Minkowski space, by
Christodoulou and Klainerman [3], over twenty years agasti being digested by the community, and
simplifications and extensions of that work are still of intiage interest. The current main focus here is
to prove the stability of the Kerr family of spacetimes, whire rotating black holes. The current state of
knowledge now rests on a detailed understanding of therliwaae evolution on these spaces, but many
of the nonlinear aspects of the problem remain out of reackon@tric scattering has a lot to say about
all of this. In particular, something still poorly understbis how one should define resonances for these
operators when the time variable does not split off as a fa€tas is quite important because the location of
resonances affects the rates of linear wave decay, whialririg important to understand precisely as input
to the nonlinear theory.

Let us discuss only one further aspect of geometric scatte¢hieory, which is the connection between
scattering theory on asymptotically hyperbolic manifads conformal geometry. That there should be some
connection between asymptotically hyperbolic and con&digeometries was presciently foreseen by Feffer-
man and Graham in the early 1980’s [4, 12], which now fallsarrtbe rubric of Fefferman’s ambient metric
program. This correspondence was discovered indepegdanthe string theorists and is known in that
community as the holographic principle, also called the /&FS or Maldacena correspondence. The math-
ematical aspects of this were established in the semin&rpdgsraham and Zworski [7], which explained,
amongst other things, how the higher order conformally dawaoperators (the so-called GIJMS operators)
of conformal geometry can be realized as residues of polé®aicattering operator for the Laplace-Beltrami
operator on an associated asymptotically hyperbolic Einspace. Other major discoveries here include the
study of renormalized volumes, as defined by Graham and Wiseand Juhl’s theory of generalized inter-
twining operators [10].

We have necessarily omitted many important aspects, gusstind tools of the subject, but the descrip-
tion above gives some indication of the vitality of the subjend its deep connections with many other parts
of mathematics.

Description of the meeting

The BIRS meeting itself was intended as a gathering of rebeas from disparate parts of the field, to help
disseminate advances in one part of the subject to spésiali®ther parts, and also to help introduce the
many younger researchers in the field to the broader areaseadtigation and the many senior researchers.
Particular effort was focussed on inviting young researghgpotlighting their work, and giving them an
opportunity to interact with senior researchers in theidfie In all of this, the meeting was a great success,
as we describe below.

A meeting with very similar themes was held at BIRS in the Sgpof 2003; this was the second meeting
in the history of BIRS, and we hope that BIRS will continue &the venue for future meetings which follow
the continuing developments and successes of this field.

Focus of the meeting

Set into the backdrop of this general field of geometric scitt), and based on the very enthusiastic response
by researchers, in particular the junior ones, the orgasidecided to focus on just a few of these themes,
with emphasis on the contributions of younger participaotmplemented by talks from senior researchers
chosen for their expository abilities who provided ovewia some of the most important new directions.

We describe now the sets of topics discussed in the lectfitbsaneeting, divided into slightly arbitrary
groups:

e Classical geometric scattering: Guillarmou, BorthwickriStiansen, Datchev, Nonnenmacher, Al-
dana, Marazzi;
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e Connections with conformal geometry and AdS/CFT: Graharhl, IGover, Hirachi;
e Connections with mathematical relativity: Tohaneanuxalds, Wunsch, Baskin, Wang, Vasy, Hafner;

e Other: Zelditch (Quantum ergodic restriction theorem#)ji\(Signature theorems on stratified spaces).

Presentation Highlights

Rather than discuss all the talks in detalil, let us focus a@paesentative sample of these presentations.

e Andreas Juhl lectured on his surprising new discoveriesiathee the universal recursive structure
of Branson’s@-curvature, which shows that thg-curvature in a given dimension and order can be
written in terms@-curvatures and GJMS operators of lower degrees and ortlees)-curvature has
emerged as a basic curvature invariant in conformal gegnirit its geometric meaning is still mostly
mysterious. Juhl's results are likely to play a major rolghe continuing efforts to understand its
geometric content and uses.

e Colin Guillarmou presented his joint work with Rafe Mazz&) yhich extends the theory of the
meromorphic continuation of the resolvent of the Laplat¢@arbitrary geometrically finite hyperbolic
manifolds. This completes an old program in the subjectplially one of the first in geometric
scattering theory, by finally incorporating intermediaak cusps with irrational holonomy.

e Spyros Alexakis presented his recent work with A. D. lonesied Sergiu Klainerman which gives a
solution to the old conjecture that any solution of the vaaikinstein equation which is equal to the
Kerr solution outside the event horizon is in fact globatiyel to the Kerr solution. Their work requires
an assumption (smallness of the Mars tensor) which they bepeatually to remove. Nonetheless, the
basic analysis here contains an important new unique agatton theorem.

e Stéphane Nonnenmacher lectured on his work with Joharjnes&@d and Maciej Zworski in which
they show that the study of the resolvent, and hence of stajteperator and resonances, can be
reduced to the study of a family of ‘open quantum maps’, wiaighfinite-dimensional operators con-
structed by quantizing the Poincaré map associated wihgdodesic flow near the set of trapped
trajectories.

Scientific Progress Resulting from the Meeting

The following items are distilled from an email survey of fi@pants following the conference.

e Pierre Albin, Hans Christianson, and Colin Guillarmou wal#e to make progress on their ongo-
ing project concerning the existence of quasimodes for #tadslinger operator near a hyperbolic
geodesic.

e Dean Baskin was able to use ideas from conversations witim Galillarmou and from Guillarmou’s
talk to obtain some new results about resonances for the op@mtor on the AdS-Schwarzschild
spacetime.

e Rod Gover and Jean-Philippe Nicolas initiated a collabongb apply ideas from conformal geometry
to understand decay of curvature and other fields in retgtivi

e Hans Christianson continued his joint work with Steven #eldon quantum unique ergodic restriction
theorems; he was also able to work with Pierre Albin, Colinli@mou and Jeremy Marzuola on
the construction of soliton-like solutions to the nonlin8ahrodinger equation on compact manifolds.
Finally, he made progress with Jared Wunsch on proving kroalothing for manifolds with degenerate
trapping, and also with Kiril Datchev and Colin Guillarmon the random walk operator on manifolds
with cusp ends.



Geometric Scattering Theory and Applications 107

e Stéphane Nonnenmacher initiated work on a number of opellggns with Tanya Christiansen (on
“generic” fractal Weyl laws), with Frééric Naud (on spedigap results of Bourgain-Gamburd-Sarnak
and their possible application to resonance-free regiogsngruence quotients &), and with An-
dras Vasy on high-energy resolvent estimates and theiicapipin to similar problems

e Jean-Phillipe Nicolas and Dietrich Hafner were able to tirse during the meeting to finish a joint
paper; they also began a new research project with Rod Gover.

e David Borthwick, Tanya Christiansen, Peter Hislop, anceP®&erry made progress on a joint work
concerning generic properties of the distribution of resaes for manifolds hyperbolic at infinity

e Clara Aldana and Pierre Albin continued their joint work soriesonant surfaces. This is a generaliza-
tion of older work of Borthwick and Perry.

e Robin Graham engaged in extended conversations with Yishilatsumoto, a current graduate stu-
dent of Kengo Hirachi, and provided significant assistarnrchis current thesis work.

Responses from participants

One of the most positive outcomes of the meeting was thedatien between senior and junior researchers.
The conference was structured to highlight the work of yaurrgsearchers and provide opportunities for
new collaborations. Here are some representative comroeytainger researchers about the conference.

“The conference was very useful to me because it gave me theromity to give a talk
about my work on determinants of Laplacian and Ricci flowo.atvery suitable audience. ...
On the other hand, | got to talk to people on my area who | hadmetoefore.”

“In addition to a number of stimulating talks, it was a grepportunity to continue or begin
new research.”

“My participation in this workshop allowed me to have somesfr insight in to a field to
which | am a relative newcomer. | saw connections betweerobnmgy current research projects
and the work of several speakers... The workshop gave mepihartoinity to meet new people
and establish more significant relationships with peoplad met previously.”

Outcome of the Meeting

While it is hard to quantify specific outcomes of any given tireg there are some indicators including
papers written as a direct outgrowth of conversations attiméerence, or at the very least, the formation
of new collaborations which will eventually lead to publicas. (We are aware of several papers resulting
from such interactions which have not yet been completed;iwik reasonable given the relatively brief time
between the conference and when this report is being wiitédfe have already indicated several new and
ongoing collaborations which were certainly expeditedtig tonference. Less tangible outcomes include
the possibility of cross-disciplinary interaction, whialas in any case one of the stated goals of the meeting.
For example, we feel that the heavy emphasis we placed tbggdhe techniques of geometric scattering to
problems in mathematical relativity not only helped illurate the great progress that has been made at this
interface between fields in the past few years, but has si@diimany of the young researchers to work on
problems in these directions.

Publications and preprints

Dmitry Jakobson and Frédéric Naud were able to prove actsplegap” estimate for resonances of convex
co-compact subgroups of arithmetic groups [9]. More spaallfi they prove a lower bound on the distance
between the first non-trivial scattering resonance and irdntaresonances. The spectral gap for resonances
is analogous to the spectral gap between the lowest and igexivalue of the Laplacian, but the problem is
much subtler since the resonances are determined by a Headgent eigenvalue problem. Jakobson and
Naud exploit known Selberg trace formula techniques
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Hans Christianson, Colin Guillarmou, and Laurent Michehgpdeted a paper [2] about the spectral gap
for the operator associated to random walks on finite-voluroa-compact surfaces with hyperbolic cusps.
The study of this type of operator is relatively new in mic@dl theory, and was brought to the attention of
Gilles Lebeau by the probabilist Persi Diaconis a few yegis &hey had given a thorough analysis of it in
Euclidean space, but through that work it was realized tigxietare some important corresponding analytic
guestions that should be studied for other classes of mdgifd his paper is an important first step in that
direction.

David Borthwick, Tanya Christiansen, Peter Hislop and Pe&ry [1] prove that the counting function
for resonances on manifolds of constant negative curvamea infinity” generically saturates known upper
bounds for resonances. Deterministic lower bounds on augifibr resonances are typically very difficult
to obtain (and reasonable conjectures for the lower bouredkreown to be false in many cases of interest).
The approach of proving “generic” lower bounds providesagrdul tool for the study of resonances which
has now been extended to an important geometric setting dpproach may lead to similar generic lower
bounds on the counting function of resonances in stripsrmgef the fractal dimension of trapped sets of
geodesics.
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Chapter 11

Volume Inequalities (10w5114)

Mar 28 - Apr 02, 2010

Organizer(s): Karoly Bezdek (University of Calgary), Robert Connelly (@ell Univer-
sity), Alexander Litvak (University of Alberta), Frank Mgan (Williams College)

Volume is one of the most fundamental concepts of mathematid in particular, of geometry. Also,
it plays a central role in discrete geometry, geometric mesmtheory as well as in asymptotic geometric
analysis. Our major goal was to discuss the possibility ghier progress on a number of important research
problems of the above mentioned three fields by bringingtteyea good number of leading experts. There
have been 25 lectures on attractive recent results thateoarte hand, have given a focused overview of the
state of the art of the matters within the given researchamndhe other hand, have proposed new techniques
as well as conjectured new results.

In the following we give a brief overview of a selection of feres. Out of the 25 lectures delivered
at our conference 6, 9 and 10 reported on (significant) pesgoa a number of (fundamental) problems of
geometric measure theory, asymptotic geometric analpsisiscrete geometry. Here we just highlight some
of the major results discussed in the lectures and refenthedsted reader for more details to the complete list
of lectures and abstracts on the workshop webpage. Also,istetavemention that almost all lectures reported
on some recent results that generated informal discusaiopnag the conference participants representing all
three major research areas at focus.

Geometric Measure Theor8imon Coxs lecturéThe minimal perimeter for N confined deformable bub-
bles of equal are’reported on candidates to the least perimeter partitiomobus polygonal shapes into N
planar connected equal-area regions far#B. Also, candidates to the least perimeter partition oftivéace
of the sphere into N connected equal-area regions have isézth [For small N these can be related to simple
polyhedra and for N>13 they consist of 12 pentagons and N ? 12 hexagons. Max EeigsltecturéThe
Least-Perimeter Partition of the Sphere into Four Equalas®proved that the least-perimeter partition of
the sphere into four equal areas is the regular tetrahedrgtipn. Frank Morgandecture”The Isoperimetric
Problem in Spaces with Densitgiscussed recent results on the isoperimetric problem glid@an space
with density whenever the log of the density is convex. Thulee of John M. Sullivarunder title’"Rope
length and related packing problemsivestigated the rope length problem that considers cuofitsckness
at least one, and asks to minimize the tube volume (or earitligllength) within a given knot type.

Asymptotic Geometric Analysisvitali Milman delivered a survey lecture on the role of polarity and
stability in high-dimensional convex geometBmanuel Milmarproved a generalization of Caffarellis The-
orem and showed its relation to the Gaussian correlatiofecture and similar correlation inequalities for
non-Gaussian measuré®ter Pivovarowiscussed super-Gaussian bounds for the volume of capseéxo
isotropic bodies and their relations to the mean-widtlésabeth Wernemtroduced a new affine invariant
of a convex body, which can be found as the relative entrogh®tone measure of the body, and showed
new affine isoperimetric inequalitieglad Yaskirpresented solutions of two open problems on unique deter-
mination of convex polytopegirtem Zvavitctproved that if a convex body K is close to the unit ball and the
intersection body of K is equal to K, then K is the unit ball. &lso discussed a harmonic analysis version of
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this question.

Discrete GeometnKaroly Bezdekkcture entitledllluminating Ball-Polyhedra” has given an extension
of the well-known theorem of Schramm on illuminating consmdies of constant width and proved the
Boltyanski-Hadwiger conjecture for fat ball-polyhedreerd ball-polyhedra are intersections of finitely many
congruent balls in Euclidean space. Moreover, the balpedron is called a fat one, if it contains the centers
of its generating balls. The probabilistic method of thegbris centered around estimating the volume
of convex bodies of constant width in spherical d-spaGabor Fejes TothéecturePartial covering of a
convex domain with translates of a centrally symmetric egndiscgeneralized some old theorems of L.
Fejes Toth and C. A. Rogers as follows. Let D be a convex doinatine plain and let S be a family of n
translates of a centrally symmetric convex disc C. An uppemld was proved for the area of the part of
D covered by the discs of S. The bound is best possible in theesihat it is asymptotically tight when n
and the area of D approach infinity so that the density of teesdielative to D is fixedlgors Gorbovickiss
lecture”’Kneser-Poulsen conjecture for low density configuratibmsas centered around the Kneser-Poulsen
conjecture according to which if a finite set of balls in Edeln d-space is rearranged so that the distance
between each pair of centers does not decrease, then theevaiithe union does not decrease. It was
proved that if before the rearrangement each ball is intéeglewith no more than d + 2 other balls, then
the conjecture holds. The central problem@ieg R. Musindecture”The Tammes problem for N=13"
asked for the arrangement and the maximum radius of 13 egu@ahen-overlapping spheres touching the
unit sphere. The lecture reported on a computer-assisteticsobased on the enumeration of the so-called
irreducible graphsRolf Schneidertecture”’A Volume inequality and coverings of the sphergfoved that
among spherically convex bodies of given inradius in spaénd-space the lune has the largest possible
volume. Based on this a Tarski-type result was proved inotuthe statement that if the d-dimensional unit
sphere is covered by finitely many spherically convex bqdien the sum of the inradii of these bodies is at
leastr.
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Chapter 12

Coordinated Mathematical Modeling of
Internal Waves (10w5083)

Apr 04 - Apr 09, 2010

Organizer(s): Thomas Peacock (Massachusetts Institute of Technologg) Bdimforth
(University of British Columbia), Gordon Ogilvie (Univatg of Cambridge), Bruce Suther-
land (University of Alberta)

This report presents a review of the material covered at thiekstiop on "Coordinated Mathematical
Modeling of Internal Waves”. The scope of the workshop way ¥eoad, covering internal wave dynamics
that arises in geophysical and astrophysical contextse pignary lectures were given on the topics of
oceanic, atmospheric and astrophysical internal waves. pfésenters of these five lectures herein provide
an overview of the state-of-play of research in each of thies#gs, and furthermore summarize the major
outstanding issues and questions that were raised at theshay.

Astrophysical Internal Waves | (by J. Goodman)

If internal waves are defined as periodic fluid motions restdsy buoyancy and coriolis forces, then the
internal waves observed in astronomical bodies are mailolyadf modes of oscillation rather than travel-
ing waves such as those observed in the Earth’s atmosphérecaans. This is largely a selection effect,
since at astronomical distances only waves that modulate¢hlight output from the nearer face of a star
can be directly detected. Small-scale traveling waves avbgbly excited by instabilities, turbulence, and
sometimes astronomical tides, and such waves may be inmpdotamixing and momentum transport. But
the absence dh situ measurements makes them difficult to constrain. This ree@ucentrates on directly
observed or potentially observable modes/waves; the subjdidally excited internal waves—dear to my
own heart—has been taken up by G. Ogilvie and others at théginge

A g-modeis the usual astronomical term for a global oscillation sarpgd mainly by buoyancy due to
stable stratification of entropy or composition. The radéy diffusive core of the Sun, which encompasses
70% of its radius and more than 97% of its mass, is stratified,gamodes surely exist there, but none have
yet been securely detected [7]. Their eigenfunctions aa@escent in the outer 30% of the Sun, which is
convective and therefore unstratified. The predicted Vgl@nplitude at the photosphere (visible surface)
is < 1mms~! if the g-modes are excited by the convective turbulencehagptmodes are. The latter are
basically sound wavesy 10° p-modes are seen with typical amplitudesl0 cms—* and periods 3-6 min,
and these have been used extensively to probe the Sunisahstructure [15].

A possible example of the indirect influence of astrophysitarnal waves is the suggestion that g-mode
coupling explains why the core rotates synchronously withdonvection zone, as is inferred from p-mode
rotational splittings, even though the Sun has gradually &mgular momentum to the solar wind over its
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lifetime [60]. As is often the case with indirect effects anférnal waves in astrophysics, however, there are
competing candidates for the coupling mechanism.

Many stars pulsate at amplitudes much larger than would peat®d from turbulent forcing. Some
of the frequencies are compatible with g-modes. These dieciubclasses of main-sequence B stars (i.e.,
surface temperaturd®*-10*° K) [20]. The excitation mechanisms are thermal: modulaticthe radiative
or convective heat flux (luminosity) of the star produces nagical work in a manner somewhat analogous
to—-but thermodynamically much less efficient than—a Caemgine [17]. That this does not occur in all
stars is due to requirements on the thermal timescale a¢ tthesths where modulation is possible, which
translate to requirements on the surface temperature. wbith noting that whereas the real parts of the
mode frequencies are straightforwardly calculable byairteeory! calculation of growth rates, stochastic
forcing, and nonlinear saturation are challenging and mateerable to uncertainties in the input physics:
e.g. radiative opacities, turbulent viscosities, etc.

By far the best observed and perhaps best understood g-mitsbeqys are not main-sequence stars but
white dwarfs. These are “dead” stars supported against thei gravity by electron degeneracy rather
than thermal pressure and composed mainly of thermonuasgathelium through magnesium) rather than
hydrogen. The residual heat supports, in addition to themable luminosity of these objects, a slight
thermal stratification of the outermost layers; additicstedtification occurs deeper at the interfaces among
helium, carbon, oxygen (etc.) zones due to the slight diffees in nuclear mass per (pressure-ionized)
electron rather than the molecular weiglgr se In particular, the DAVs (a.k.a. ZZ Ceti stars) are white-
dwarf pulsators with surface temperatures in the rahg®00 — 12,000 K. Due to the compactness of
white dwarfs @ ~ 103-10% km, p > 10° gem~?), the g-mode periods aré?-10° seconds—as compared
to hours to days for main-sequence pulsators—enablingiusefe series to be obtained relatively quickly.
Precise measurements of mode frequencies diagnose theairggructure of the white dwarfs. The intrinsic
linewidths are so small and the mode lifetimes so long in soases that the gradual change in frequencies
due to cooling—on timescales of orde)® yr—is directly detected ([63] and references therein).

Excitation of DAV g-modes is understood to occur by a thermstiability in which the surface convection
zone is crucial to modulating the heat flux, even though ita@ims only~ 10~'* of the stellar mass [13, 30].
As with any linear instability, it is necessary to addresslim@ar saturation. This is less well understood than
excitation (and much less well than the linear eigenfregies), but for the smaller-amplitude pulsators with
many active modes, there are quantitative reasons to beliat saturation occurs by three-mode couplings,
and in particular by parametric instabilities [65].

This review includes a brief discussion emodesin neutron stars. The maximum observed rate of
rotation of neutron starsy 700 Hz, is less than the “break-up” rate where centrifugal fordamees gravity
(thought to bex 1 kHz); it is speculated this is due to loss of angular momentumrhyitational radiation
[11], which requires the star to be slightly nonaxisymneetfihis may occur by linear instability of r-modes,
which can be spontaneously excited by emission of grawitatiwaves at high rotation rates if the viscosity
of the neutron star is sufficiently small [6]. This is anotbrample of a somewhat speculative indirect effect
of internal waves. There is, however, hope that the grawitat waves may be directly detected in the not too
distant future [62].

Unlike g-modes, r-modes are restored by Coriolis rathen theoyancy forces. They are a special case
of the more general class of rotationally supported intewsves, namely inertial oscillations. r-modes
are distinguished by their long wavelengths and simpleatd&pn relation; in fact they are approximately
polynomial in Cartesian coordinates. Quadrupolar modegng longitudinallyx exp(2i¢) have angular
frequency= 4/3 in an inertial frame, wher€ is the rotational frequency of the star, but—2Q/3 in
the rotating frame. This makes them modes of negative er@rdyangular momentum, so that they can be
excited by emission of positive-energy gravitational wevance the emitted power is proportional to the
square of the wave amplitude (and to the sixth power of fraqyk this produces linear instability. Here
too saturation may occur via a network of nonlinear threelenmouplings [14, 54]. However, it appears that
a steady balance between parametric growth and viscoupatiss of the daughter modes is not possible,

1This is true at least for nonrotating, spherical stars; thgidequations are summarized in the accompanying préisent&ven
linear theory can be conceptually challenging with rotatisowever, as witnessed by the talks given at this meetir. IDinstrans, G.
Ogilvie, J. Papaloizou, M. Rieutord, & Y. Wu.

2There may be close parallels here to three-mode couplingseeinic internal waves, discussed at this conference bydKinon
and N. Balmforth, among others.
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so that growth and saturation of the primary mode—and itsr@lly observable gravitational waves—may
undergo limit cycles.

Astrophysical Internal Waves Il (by G.I. Ogilvie)

Internal waves play an important role in astrophysics, aabntext of tidal interactions between stars and
planets. In comparison with terrestrial studies, the @étysical approach takes a broad and often simplistic
view, because we must deal with a vast range of systems aathpters, and have very few observational
data, usually of a highly indirect nature.

Tidal interactions can have a significant effect on the atkand spin evolution of binary stars over
astronomical timescales if the orbital period is less ttandays or so [68]. They have also affected the
Earth—Moon system and the satellites of other planets isdla system [49]. Interest has been rekindled in
this subject through the ongoing discovery of many exteasplanets that orbit very close to their host stars
[69].

Typically, tidal interactions lead to a synchronizatiordadignment of the spin of the bodies with their
orbital motion, together with a circularization of the drblhese dissipative processes are accompanied by
heating, which can have dramatic consequences, as in thetdspiter’s closest moon, lo. In systems of
extreme mass ratio, such as planets orbiting stars, the lerdy usually cannot achieve synchronization, and
the tidal exchange of angular momentum leads instead ttabrbigration, which is inward if the large body
spins more slowly than the orbit. This process limits thetiifie of planets found in close orbits around stars.

A general mathematical formalism can be constructed foblpras of tidal forcing, in which the tidal
potential experienced by a body is expanded in solid sphldi@rmonics and in a Fourier series in time. For
orbits of significant eccentricity, a broad spectrum of fiegcfrequencies is present [64]. At least in linear
theory, our aim is to calculate the potential Love nhumbeiictvlis a dimensionless measure of the response
of the body to periodic forcing; it depends on the degree addroof the spherical harmonic that is applied,
and also on the tidal frequency. The Love number measuresxteenal gravitational potential perturbation
generated by the deformed body, which is the only means bghwdmergy and angular momentum can be
exchanged with the companion. It is a complex response iimcand its imaginary paritm(%), which
determines the part of the response that is out of phase hétliorcing, governs the energy and angular
momentum exchanges.

One possible viewpoint is that an astrophysical body supmospectrum of discrete global oscillation
modes, which might form a complete set of orthogonal fumstiander certain conditions. These modes
would typically be computed for an ideal fluid, and their damgprates due to non-adiabatic effects or vis-
cosity would be estimated by perturbative methods. Eachencad then be expected to respond to periodic
forcing in the same way as a damped harmonic oscillator, hadverall response function of the body
would contain a succession of Lorentzian peaks correspgrtdi the various modes with the appropriate
natural frequencies and damping constants, and weightaatding to their spatial overlap with the tidal
potential.

There are at least two important ways in which this viewp@njuestionable. First, the relevant low-
frequency oscillation modes in convective regions of st giant planets are thought to be inertial waves,
which do not generally form discrete oscillation modes ind®al fluid unless they propagate within simple
containers such as a full sphere. If the inertial waves andireed to a spherical shell, for example because
of the presence of a dense planetary core or stellar radiadine, then after multiple reflections they exhibit
a complicated behavior that depends strongly on the tiégjuency [47, 52]. Singularities associated with
the critical latitude and with wave attractors have beemébto be important, and connections can be made
with problems studied in the Earth’s ocean and in laboragaperiments. The tidal response is much more
complicated than a succession of Lorentzian peaks, but@wottier handm (k) may achieve a viscosity-
independent asymptotic regime in restricted intervalscéRework by several participants at the workshop
has revealed the importance of inertial waves for tidalig&®n in astrophysical bodies as well as their
remarkable complexity [10, 32, 36, 48, 53, 66]. Broadly $ieg, this work implies that global modes are
relevant when the inertial waves propagate in a full sphehéle singularities dominate the response when
the core exceeds a certain size.

Second, when internal waves are involved, global osaillathodes may not be established because the
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waves can break. This is a problem especially for internality waves that are excited in stellar radiative
zones. Since the tidal frequency is usually much smaller the Brunt—Vaisala frequency, the gravity waves
can have a very short radial wavelength and propagate sloltigy are especially susceptible to breaking
as they approach the surface of a star (for stars more mabsinethe Sun) or the center (for solar-type
stars). Wave breaking can prevent the resonant excitatiglobal modes and leads instead to efficient tidal
dissipation over a broad range of frequencies [29, 31]. iBlas example of a situation in which the nonlinear
behaviour is much simpler, in broad terms, than the linehabeur. It is also an area in which terrestrial
studies can provide valuable information for astrophgsici

Atmospheric Internal Waves (by D.C. Fritts)

Internal Gravity Waves (IGWs) play enormous roles in theaiyits, structure, and variability of Earth’s
atmosphere extending from the surface well into the thepiee (-500 km and above). Their importance
derives from their many sources, their efficient transpbdrergy and momentum to higher altitudes, and
increases in their amplitudes and effects accompanyind dgmsity decreases with altitude (see [22], for
a recent review). The dominant sources for smaller-scal#d@clude topography, convection, and wind
shears. Wavelengths arising from these sources range~rto 100’s of km in the horizontal and1 to
100 km or more in the vertical, with the larger scales moregent at higher altitudes. Unbalanced jet stream
flows, solar energy inputs in the auroral zones, and bodyefoaccompanying IGW dissipation processes at
higher altitudes yield larger-scale IGWs which have infeesat lower or higher altitudes depending on their
phase speeds.

The IGWSs having the largest influences on atmospheric @ticud and structure, and the weather and cli-
mate processes driving our forecasting needs, are thetadrsrinting for the dominant transport of energy
and momentum from source regions to higher altitudes. Theséhe IGWSs having the largest amplitudes,
vertical group velocities, and energy and momentum fluxesaah altitude. IGWs excited at larger ampli-
tudes and smaller scales account for the dominant fluxes ladthpe major roles in the troposphere and
stratosphere. Because atmospheric density decreases®yand~10'" from Earth’s surface te-100 and
~300 km (for mean solar conditions), respectively, the denitGWs in the mesosphere and thermosphere
have larger scales and amplitudes than at lower altitudeslblp 2 decades.

IGW amplitudes increase strongly with increasing altitbéeause conservative IGW motions maintain
a constant pseudo-momentum flux,=< u,w’(1 — f?/w?) > as they propagate, whepg(z) ~ e~/
is mean densityd ~ 7 km at lower altitudesy), andw’ are the IGW horizontal and vertical perturbation
velocities in the plane of propagatiofandw are the inertial and IGW intrinsic frequencies, and prined a
angle brackets denote perturbations and a suitable spat@hporal average, respectively. This implies IGW
amplitudes that vary with density or altitude ag (w’, p’/po) ~ pgl/Q(z) ~ e*/?H However, increasing
amplitudes cause IGWSs to be increasingly susceptible towsinon-conservative instability processes which
constrain IGW amplitudes, induce various interaction arsdability dynamics, and drive IGW energy and
momentum deposition. Larger-scale effects of these dycamclude: 1) systematic changes in the mean
circulation and thermal structure throughout the atmosgh®) generation of secondary IGWs at higher
altitudes, 3) modulation of, and by, tidal and planetary evawtions and mapping of these structures to
much higher altitudes, and 4) apparently strong influent#sse neutral dynamics on plasma dynamics and
instabilities throughout the ionosphere. Smaller-scfkcts include: 5) turbulence and mixing throughout
the atmosphere with intensities and influences that ineredth altitude into the thermosphere, and 6) an
approximately "universal” IGW spectrum in wavenumber aratjfiency remote from IGW sources.

Stability theory provides valuable guidance on the ocawegcharacter, and time scales of the instability
dynamics influencing IGWs (e.g., [1, 43, 57]), while numatimodeling provides insights into the instability
and turbulence dynamics and mixing in idealized envirornisiéag., [23, 24]). Despite many advances in
theoretical, modeling, and observational studies, howewgrent parameterizations of these dynamics, and
their influences on the large-scale circulation and streotd the atmosphere, are recognized to have major
deficiencies due to an incomplete understanding of thesandips at present (e.g., [40, 56]).

Solar tides are also important components of the atmosphmegiion field at higher altitudes. They can
be viewed as large-scale IGWSs forced by solar thermal atisorpnd modified by Earth’s curvature and
rotation. Thermal absorption in the troposphere excitepdeopical convection exhibiting maxima over
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Africa, the Amazon basin, and the western Pacific (excephduEl Nifio) that induces both migrating (sun
synchronous) and non-migrating modes (having eastwaravastvard phase speeds different than the sun)
at harmonics of a solar day. Solar UV absorption by ozonedrsttatosphere yields additional tidal forcing at
larger vertical scales. The result of these thermal soumnedsnteractions among the various tidal modes and
planetary waves is a rich superposition of tidal harmonitsl@ting complex but systematic phase structures
and winds of 50 to 100 ms or larger extending from-80 km well into the thermosphere. Like IGWs
at smaller spatial scales, the tides contribute to energynammentum transport over considerable depths.
Major tidal roles include the modulation of IGW propagatand transport to higher altitudes extending well
into the thermosphere and tidal influences on plasma dyrssanid instabilities in the ionosphere.

Despite significant progress to date in many areas, therainemajor unknowns spanning the spectrum
of linear, quasi-linear, and nonlinear dynamics of IGWs artR's atmosphere. While linear theory pro-
vides a reasonable, though qualitative, description ofitirainant IGW sources and propagation in variable
environments, it often fails to describe the details. Thisurely due, in part, to the lack of complete char-
acterization of the spatial and temporal scales of the IGWs and the environments in which they arise
and through which they propagate. Observations cannotidegbe airflow over terrain at high resolution
and thus are unable to describe the effects of boundary thyemics, separation, or temporal modulation.
Similarly, convection is poorly defined in space and timedfiservations and models) relative to the scales
of the most intense updrafts (and strongest IGW sources)céleven an accurate statistical description of
IGW responses to convection is beyond our present capebiliOther IGW sources, such as jet streams,
wind shears, or body forces, are even less well charactkrize

Fine structure in the wind and/or temperature fields througich IGWs propagate almost certainly influ-
ences their propagation and tendency for instability thhmut the atmosphere. Yet we have limited abilities
to characterize these influences at present, despite tiadisahat such superpositions of spatial scales may
dramatically influence the tendency toward, and charadtenstabilities influencing IGW amplitudes and
transport. Likewise, quasi-linear influences (e.g., IGWiced mean flows) are well documented at larger
scales throughout the atmosphere, but we know little alvansient or localized body forcing or their influ-
ences on IGW propagation, interaction, and instabilityaiyics.

By far the largest current unknowns concerning IGWSs, howease the nonlinear dynamics and spec-
tral transfers accompanying wave-wave interactions adl i@stability and turbulence generation. While
valuable insights have come from theory, laboratory stjdied atmospheric observations, the parameter
space for these dynamics is enormous, and studies to daehbvprovided a few enticing glimpses of the
likely diversity. These dynamics and their effects dependatail on both the dominant properties of these
flows (i.e., IGW and environmental parameters) as well aditieestructure flow that may or may not be
observable, but which may have significant influences on tivedlolution. Key questions include: 1) when
are linear or quasi-linear dynamics sufficient to describ@/leffects, 2) when are nonlinear effects essential
to account for observed IGW character, 3) which dynamicerdahe the IGW spectrum with altitude (and
under what conditions), and 4) what dynamics are criticaiameterize these IGW effects in our numerical
weather prediction, climate, and general circulation nisitle

Oceanic Internal Waves | (by J.A. MacKinnon)

Internal gravity waves are ubiquitous in the stratified ec@ad play an important role in both local dynamics
and ecology and the Earth’s climate as a whole. Oceanimiateraves are Boussinesq and often have low
enough amplitudes that a linear dispersion relation atelyrdescribes their polarization and propagation
characteristics (see, e.g. [28]). Vertical wavelengtimgeafrom the full ocean depth (km) to tens of meters.
Wave frequencies are bounded at the low end by the local&tivarying) inertial frequency and at the high
end by the local buoyancy frequency. Oceanic internal weas to be spectrally red in both frequency and
wavenumber, with variance dominated by low-vertical-madole-frequency waves [25].

Though there are many motivations to study internal wavehénocean (heaving of density surfaces
affects everything from sound propagation to light limaatfor phytoplankton), most research is inspired
by the large role internal waves in diapycnal mixing. Awagnfr surface and bottom boundary layers the
magnitude and geography of diapycnal mixing in the ocearimtis largely set by the dynamics of breaking
internal gravity waves. Over the last two decades it hasmeodear that wave breaking, and the resultant
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turbulent mixing, are strong inhomogeneous in both spacktiame. The patterns are driven by details
of internal wave generation, propagation, interactiord dissipation. In turn, the patchiness of diapycnal
mixing has significant consequences for both regional aodajlflow patterns. Current generation climate
models include little if any of these patterns or the intémave dynamics that produce them [33, 38, 55].
Climate models that do not appropriately represent theutarth fluxes of heat, momentum, afD, across
critical interfaces will not accurately represent the atgeole in present or future climate.

Open questions remain for every stage of the internal wégeyicle. Energy is input into the internal
wave field primarily by the tides and wind [67]. Internal tidare generated where the barotropic tide rubs
over rough topography. Near the generation site, intefdastoften take beam-like form, with the detailed
structure dependent on tidal strength and shape of the tapbyg([8, 16, 26]. Some of the resultant baroclinic
energy dissipates locally, producing a global map of mixiegspots that mirrors internal tide generation
sites [59]. However, most of the energy radiates away inahe of low (vertical) mode waves [58]. Where
this low-mode energy dissipates is still very much up in thhe @ontenders include scattering over deep
topography [39], breaking on the continental slope [46]nlm®ar interactions with the ambient internal
wave field, including the special case of parametric subbarminstability [5, 34, 45, 44], or interactions
with mesoscale features [50, 51].

Near-inertial internal waves start with surface wind fagcof near-inertial motions in the mixed layer [3].
Beta-plane and eddy-interactions change the horizonteémwanber so this variance can move equatorward
and into the pycnocline, turning purely inertial motiontimear-inertial waves that can propagate [18, 19].
Subsequent interactions within the internal wave field aitti ¥opography likely determine their role in
turbulence production but these pieces of the puzzle arevathtunderstood. Local dissipation of higher-
mode near-inertial waves plays a large role in turbulenteffuaf heat, dissolved gases, and nutrients in the
stratified transition layer just beneath the mixed layerwAth internal tides, higher-mode waves are likely
to be generated and dissipated locally, while low-mode waseape to propagate thousands of km across
ocean basins [4].

Oceanic Internal Waves Il (By G.N. lvey)

In the coastal ocean environment, the combination of fin@ptldl and often complex coastal bathymetry
means the role of boundaries becomes all important in tkeeriat wave dynamics. The interaction of internal
waves with the boundaries often promotes turbulent mixafigientral importance not only to local coastal
ocean dynamics but also to basin-scale dynamics. The toegian is also of particular importance to
industry such as the offshore oil and gas industry, fishamesthe ecological functioning of the region.

Internal waves at density interfaces can grow from an irsti@all amplituden, to form large amplitude
highly non-linear internal wave trains. The final state @ evolving internal waves is dependent upon the
two parameters,/H andh/H, whereh is the upper layer depth and the total depth [35]. In extreme
cases, the induced interfacial shear can be so strong tRatgccurs, but the occurrence of mixing is very
dependent upon both the strength of the shear as well as mgithe shear is locally sustained [9]. Rather
than in the interior, internal waves at density interfacesrmost easily broken down when shoaling over
sloping bottoms where, depending on relative magnitudéseobottom slope and wave slope, from zero up
to a maximum of 25% of wave energy can be converted to incdeREd2, 12].

In continuously stratified environments, a feature of bdikesvational and numerical modeling work,
particularly in the coastal ocean, is the crossing of oldigyropagating internal wave beams. Resonant
interactions and turbulent can occur at these intersectigions and, while this has been demonstrated in
the laboratory [61], it has not been observed in the field lmutld well be important in coastal regions
such as Monterey Bay or the South China Sea with complex aegjetic internal wave fields. Internal wave
breakdown is clearly more dramatic and active near boueslarid especially due to wave reflection at critical
slopes where energy conversions can again be up to 25% effigid. While the process is well known, the
sensitivity of the process to topographic shape and neardsoy ambient flows is less understood.

In general more is known about internal wave reflection thamegation. The major generation mech-
anisms are from turbulence in the surface mixing layer amtiquéerly tidally forced flow over bottom to-
pography which can generate both modal and beam-like resgd@1]. Field measurements suggest highly
dynamic mean flow fields and intense turbulent mixing in b@updegions and it remains unclear how this
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impacts the effectiveness of wave generation, partigularthe beam case [27, 42]

Some implications for field scale numerical models are tfehe need for three-dimensional effects, but
there remains challenges over when (or where in domainjryadinestatic models are needed, and how to deal
with the resulting computational constraints for field scapplications. What spatial resolution is needed,
especially near boundaries, to describe the topographigesthorizontal excursion length and (especially)
in vertical? It is not clear how these factors influence iné&wave beam width as it leaves the bottom.
Intimately linked to this is the need for simple but dynamacameterization of turbulence [41] in the vicinity
of topography where waves may overturn and break.

Concluding Q & A

In a concluding session, the following questions were pasetanswered by the participants. This is a brief
synopsis of this session.

What is the spectrum of internal waves produced by turbulene or penetrative con-
vection?

There appearsto be some organization/weak coupling witbfaiped excitation frequency ~ 0.6 N —0.8 N
(Sutherland). Some evidence for support of this in oceaa @dacKinnon). Basically a complicated broad
spectrum in stars (Rogers). BV frequency varies signiflgamith location in stars (Goodman). Interaction
sites between waves set the spectrum; after that it is jogiggation (Sutherland).

Is geometric focusing relevant in a domain with a large aspecgatio?

Focusing was first studied in a thin shell case around thetequeportant when waves only get trapped in
an equatorial region (Rieutord).

"Universal” wave spectrum - what causes it?

In atmosphere it is instability processes (Fritts). Sdtomaphenomena due to wave-wave interactions in
the ocean. Reproduced by numerical models. GM spectrurbliséiiad since 1970’s and proven if energy
enters inM 2 andK 1. Not necessarily triad interactions (StLaurent). Lotsests/foundation came from near
Woods Hole. There have been ocean observations elsewla¢ighgree (Alford). Ocean expressed in terms
of modes. Atmosphere has very different processes (Sati@l Maybe some small-scale processes are the
same in the ocean and atmosphere (MacKinnon). Don’t neeaking to achieve saturation (StLaurent).
Energy dissipation timescales are different in the oceahddys) and atmosphere ( 10 days). Scales in the
ocean different to atmosphere. Ocean is limited to 10kmicadrscales whereas atmosphere can go upto
100km (general comments).

Why isn’t momentum deposition important in the ocean?

Not necessarily true. In Antarctic Circumpolar Current gyrbe that momentum deposition by lee waves is
important. Also in equatorial undercurrent (MacKinnon)oiMentum deposition in the ocean appears not to
have been measured (Sommeria,StLaurent).

Why perform lab experiments?

Basically there are still processes that are challengingéimnerics. Can see unexpected things in the lab.
Numerical models are for finite periods of time; if you aresirgtsted in long time behavior then need experi-
mental validation (general comments).
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Is there an atmospheric tide?

Yes. Created by heating and cooling. Also gravitationaggid This is very important in the ionosphere
(Fritts).
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Chapter 13

Generalized complex and holomorphic
Poisson geometry (10w5072)

Apr 11 - Apr 16, 2010

Organizer(s): Marco Gualtieri (University of Toronto), Gil Cavalcanti {técht Univer-
sity), Henrique Bursztyn (IMPA - Instituto Nacional de Matatica Pura e Aplicada Rio
de Janeiro), Nigel Hitchin (Oxford University), Jacquesrtdbise (McGill University),
Ruxandra Moraru (University of Waterloo)

Overview of the Field

Generalized complex geometry is a relatively new subjediffierential geometry, originating in 2001 with
the work of Hitchin on geometries defined by differentialferof mixed degree. It has the particularly inter-
esting feature that it interpolates between two very ctadsireas in geometry: complex algebraic geometry
on the one hand, and symplectic geometry on the other handuds it has bearing on some of the most
intriguing geometrical problems of the last few decademe&lg the suggestion by physicists that a duality of
guantum field theories leads to a "mirror symmetry” betweamglex and symplectic geometry.

Examples of generalized complex manifolds include comalaksymplectic manifolds; these are at op-
posite extremes of the spectrum of possibilities. Becatfisei®fact, there are many connections between
the subject and existing work on complex and symplectic gggmMore intriguing is the fact that complex
and symplectic methods often apply, with subtle modifigatido the study of the intermediate cases. Un-
like symplectic or complex geometry, the local behavioua gleneralized complex manifold is not uniform.
Indeed, its local structure is characterized by a Poissaokiet, whose rank at any given point characterizes
the local geometry. For this reason, the study of Poissauttsires is central to the understanding of gen-
eralized complex manifolds which are neither complex nonglgctic. Recently (Cavalcanti and Gualtieri
2007-8), the first examples were found of generalized coxplmanifolds which admit neither complex nor
symplectic structures; methods of Poisson geometry wargaldo the effort. This opens up the question of
what obstructions there are to the existence of generatiaetblex structures.

While the local structure of generalized complex manifofds/ be non-uniform, it is often describable as
a deformation of a complex structure, where the deformataameter is itself a holomorphic Poisson struc-
ture. This places strong constraints on the behaviour ofjfzenetry, and allows the use of our knowledge
of holomorphic Poisson manifolds coming from the study aégmable systems, mechanics, and algebraic
geometry. Using this approach, we have gained a greaterstadding of generalized complex manifolds,
especially in dimension 4, in parallel with the recent coatiph of the classification of holomorphic Poisson
surfaces (Bartocci-Macri 2004).

Another surprising connection with holomorphic Poissolrgetry arises from the study of a distin-
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guished class of sub-objects of a generalized complex widnifalled D-branes because they correspond to
Dirichlet boundary conditions on open strings with ends omeanbrane in string theory (Kapustin-Li 2005).
One finds that D-branes in a usual symplectic manifold cpoed not only to Lagrangian submanifolds
but also to new objects in symplectic geometry called ctrigiic A-branes (Kapustin-Orlov 2001). The
presence of such branes may induce on the symplectic maifelstructure of a holomorphic symplectic
structure. This was used to great effect in the recent worKagfustin-Witten (2006) and Gukov-Witten
(2008) on the geometric Langlands program, in which a D-bram the Hitchin moduli space of Higgs
bundles leads to the appearance of D-modules, a key stefallisking the Langlands correspondence.

Just as complex and symplectic geometry may be made corgatth a Riemannian metric, a general-

ized complex structure may be equipped with a compatiblenBimian metric to form a generalized Kahler
structure. It can be shown (Gualtieri 2004) that generdlig&hler geometry is equivalent to the most general
N = (2,2) supersymmetric sigma model target geometry, as descmb®ed4 by Gates-Hull-Roék. In fact,
a generalized Kahler structure comprises not onévotntegrable complex structures, each Hermitian with
respect to the Riemannian metric. For this reason, the stifiges great relevance to bi-Hermitian geometry,
a subject which has been studied from the point of view ofttwitheory for several decades (Apostolov-
Gauduchon-Grantcharov 1988). In a generalized Kahleiifoldnthe difference between the two complex
structures is, remarkably, measured by a holomorphic Boisgucture (Hitchin 2005). We see again the
emergence of a Poisson structure in describing how far thergézed structure is from the usual one.

The construction of examples of generalized Kahler méasfbas proven surprisingly challenging. With-
out the standard tools of algebraic geometry for consimgaisual Kahler manifolds, one must discover new
methods of construction. Much effort has recently beenedpd in this aim. In (Hitchin 2005), examples are
produced under homogeneity assumptions. In (BursztyralCanti-Gualtieri 2005) and (Lin-Tolman 2005),
examples are produced via the development of a reductiacedtme analogous to the Marsden-Weinstein
symplectic reduction. In (Goto 2005), a large class of eXamare produced by deformation of usual Kahler
structures, and in (Hitchin 2006), new examples are prodlv@eHamiltonian deformation. There is much
work under way on new methods of construction as well as betieceptual frameworks for understanding
the presence of generalized Kahler geometry.

In the same way that Kahler geometry is generalized, otkengtries of special Holonomy, such as
Calabi-Yau and G2 manifolds, have extensions to genethfizemetry. In fact, Generalized Calabi-Yau ge-
ometry was one of Hitchin’s original motivations in the sedtj(Hitchin 2001), and such a structure was used
shortly thereafter in (Huybrechts 2003) to establish amizgphism between the moduli space of Generalized
Calabi-Yau metrics on the K3 surface and its moduli spad€ ef (2, 2) super-conformal field theories in the
sense of (Aspinwall-Morrison 1997). For generalized GAdtires on 7-manifolds, (Witt 2004) shows that
the presence of generalized G2 structure provides a soltdithe supersymmetry equations on spinors in
type IIA/B supergravity, and studies the resulting geoiatistructure using Riemannian connections with
skew torsion.

The major challenges in the emerging field of generalizedrgey include the following three items.
First, to achieve a greater understanding of the intrinsiectures involved, such as generalized complex
or Kahler manifolds, and their relation to standard suites in Kahler or Poisson geometry. Second, to
construct new examples of generalized complex and Katrlgctares, hopefully with very general methods.
Third, the development of an algebraic theory capturingotiyesized categorical structure for generalized
complex manifolds analogous to the Fukaya category of sgatigl manifolds or the category of coherent
sheaves on a complex manifold.

Objectives of the workshop

Before this BIRS workshop, a meeting gathering the growimgber of researchers investigating the various
forms of generalized geometry, such as generalized congldxKahler geometry, had never been held.
There was a general consensus among many of the researdmgismad above that a meeting focused on
the subject would be of great benefit to progress in the field.

The primary objective of the workshop was to gather togetiheihe secluded and stimulating environ-
ment of BIRS, the mathematicians who work on generalizedptexngeometry and closely related fields
such as Poisson geometry, non-Kahler complex geomeiyindéegrable systems, so that they may combine
their tools and approaches to further our understandinigesfet subjects. In particular, we worked to further
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the following goals.

e The myriad examples of holomorphic Poisson manifolds anthdyical systems studied in integrable
systems should be better-known to the fields of Poisson gepiawed generalized complex geometry
and will hopefully provide new areas of investigation.

e Within Poisson geometry, much effort has been expendedante/ears (Crainic-Fernandes 2001) to
construct and study the symplectic groupoid, which is a kihttesolution” of a Poisson manifold to
a symplectic manifold with groupoid structure. Recentlygi@ic 2004, Stiénon-Xu 2006) the notion
of symplectic groupoid has been extended to generalizegplnmanifolds in an effort to resolve
their complicated local structure. This project is stillgming, as our understanding of the intrinsic
structure of the groupoid is not complete. However it prasi® shed enormous light on the problem
of developing a generalized complex category in analoghécsyymplectic and Poisson categories in
the sense of Weinstein.

e The algebro-geometric approach to Poisson structuresda®wa wide set of tools for constructing
objects such as Poisson modules on Poisson manifolds; imrigaabout and furthering these methods,
we shall better understand the construction of D-branesoemlized complex manifolds.

e The known exotic examples of generalized complex 4-mathéfalere constructed by surgery methods
analogous to those used in complex algebraic geometry dssvBloisson geometry. A better under-
standing of these tools may lead to new constructions ofrgéimed complex manifolds in dimension
4 and 6, especially.

e The well-developed theory of reduction in Poisson and sgetfd geometry, including the theory
of group-valued moment maps (Alekseev-Malkin-Meinrenk887, Alekseev-Bursztyn-Meinrenken
2007) has only begun to be extended and applied in a conisfasrion to generalized geometrical
structures such as Dirac structures and generalized camsipletures, and more effort in this direction
will be helpful to clarify the study of geometrical structsradmitting symmetries.

The workshop was intended as a 5-day workshop involving thie nesearchers in the fields above, both

faculty and postdoctoral, together with the graduate sttedehich have taken up the subject in their doctoral
work.

Overview of the meeting

Here are the abstracts of the talks, in alphabetical ordspbgker surname:

SpeakerMarco Aldi (UC Berkeley)
Title: “Twisted T-duality and Quantization”

Abstract: The goal of this talk is to describe some mathematical aspédthe so called "doubled formalism”.
Our main application is a detailed study, in the languageediex algebras, of the (twisted) T-duality relating
the Heisenberg nilmanifold and the H-twisted 3-torus. T&jsint work with Reimundo Heluani.

SpeakerSergey Arkhipov (University of Toronto)
Title: “Conducting bundles of gerbes with connective structuk@ategorical symmetries”

Abstract: following Severa and Bressler-Chervov, we recall the didiniof the Courant algebroid playing
the role of the Atiyah algebroid for a gerbe with connectiracture and known under the name of the con-
ducting bundle of the gerbe. We consider the category ofegsiisted coherent sheaves with connection and
relate the conducting bundle with the homotopy Lie algelith® categorical group of autoequivalences of
this category. The material of the talk is a joint projecthwitinwen Zhu.
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SpeakerTom Baird (Memorial University)
Title: “A Poisson structure on the moduli space of flat connectioes a non-orientable surface”

Abstract:Let G be a simple Lie group anfl a two dimensional manifold, and 181 (S, G)) denote the moduli
space of flatG-connections ovef. WhenS is orientable M (S, G) is a (singular) Poisson manifold arising
as the phase space of Chern-Simons theory and so has deegtonswith low dimensional topology and
mathematical physics.

In this lecture, we explain how to construct a Poisson stimeconM (S, G) when S is non-orientable.
The construction will make use of the quasi-Hamiltoniaruettbn of Alekseev-Malkin-Meinrenken'’s, in the
Dirac geometry framework developed by Bursztyn-Crainieivgtein-Zhu.

SpeakerClaudio Bartocci (Universita degli Studi di Genova)
Title: “Geometric interpretation of the bi-hamiltonian struewf the Calogero-Moser system”

Abstract: We shall show that the bi-Hamiltonian structure of the nagion-particle (attractive) Calogero-
Moser system can be obtained by means of a double projeatiom & very simple Poisson pair on the
cotangent bundle of gl(n,R). The relation with the Lax folisra will be also discussed. Joint work with G.
Falqui, I. Mencattini, G. Ortenzi and M. Pedroni.

SpeakerRagnar-Olaf Buchweitz (University of Toronto)
Title: “The super poisson structure on a Gerstenhaber algebra”

Abstract: A Gerstenhaber algebra is a graded algebra G that carriesalgpyaded commutative product and,
on the shifted copy G[1], a super Lie algebra structure shiahthe bracket g,- from G to G becomes a graded
derivation for every element of g. In this way, bracketinghngélements from G induces a map from G into
the graded derivations or vectorfields of G.

In analogy, as Drinfeld pointed out, one may view G as thelatgef functions on a Poisson super-space,
and the question is: What else can we say about these spaoefs?, &ery little! However, the geometry
should be rich, as there are often additional features, aa@hHodge decomposition on a "virtual” tangent
cone.

We hope that insight from ordinary Poisson geometry migtttéesferable to this super context.

We will discuss in some detail two examples: Hochschild enblmgy, concretely, say, for flat morphisms
between smooth spaces and their fibres, on the one hand,eandhbr construction over a Lie algebra that
underlies the the theory of Classical (CYBE) and QuantungYBaxter Equations (QYBE) on the other. In
general, these two classical examples, due originally tst@ehaber, are related and give rise to universal
deformation formulas.

SpeakerArlo Caine (University of Notre Dame)
Title: “Poisson Structures on Toric Varieties”

Abstractlet X (X) be a smooth projective toric variety for a complex tofias Through a GIT construction,

X (X) can be given a number of Poisson structures which are imtarialer the action of the complex group
Tc. Examples include holomorphic Poisson structurest@X) as well as smooth real Poisson structures.
Of particular interest will be the Poisson structilifg associated to the standard Poisson structusa C¢.
The symplectic leaves dly, are theT — orbits in X (). HenceIly, is non-degenerate on an open dense
set but is not symplectic. It will be shown that each leaf @adraiHamiltonian action by a sub-torus of the
compacttoru§” C T¢, but that the global action &f: on (X (), Iy ) is Poisson but not Hamiltonian. | will
discuss some work on understanding the Poisson cohomofdbisastructure, including a lower bound for
the dimension of7* (X (X), Il ), and conclude with a discussion of the curious geometry afutes vector
field of Iy, with the Delzant Liouville form.
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SpeakerAlberto Cattaneo (Universitat Zurich)
Title: “Reduction via Graded Geometry”

Abstract: Various geometric (e.g. Poisson, Courant, generalizedptoghstructures may be rephrased in
terms of graded symplectic manifolds endowed with fundisatisfying certain equations. From the latter
point of view the most general reduction is just that of gchdeesymplectic submanifolds compatible with
the given functions. By translating this back to the languafjordinary differential geometry, we recover all
the known reduction procedures plus new ones. For exampthgiPoisson world we get various general-
izations of the Marsden-Ratiu reduction. This is based ot jwork with Bursztyn, Mehta, and Zambon.

SpeakerGeorges DlousskyUniversité de Provence)
Title: “Normal singularities and holomorphic Poisson structiaesociated to a family of non-Kahler com-
pact complex surfaces”

Abstract: Complex surfaces S containing global spherical shells (&8 Betti numbers,(S) = 1 and

n = by(S) > 0 containn rational curves. When the intersection matrix of the ratlocurvesM (S) is
negative definite a Grauert theorem insures that the maxdimigbr can be contracted to one or two normal
isolated singularities. We show that the genus of the sargids are one or two, may be Gorenstein. This lo-
cal property is equivalent to the existence of a holomorploisson structure on S. The topological invariant
k(S) = /detM(S)+ 1 plays an important role in the study of surfaces with GSS;inwartible contracting
germs of mappings and some birationnal mapping8<iC'). We explain how to compute the intege(rS)
using a family of polynomials.

SpeakerRyushi Goto (Osaka University)
Title: “Unobstructed K-deformations of generalized complexatites and bihermitian structures”

AbstractWe survey our results on deformations of generalized coxgobel Kahler structures. At first, we
introduce K-deformations of generalized complex struetuon a compact Kahler manifold with effective
anti-canonical line bundle. It turns out that K-deformasare always unobstructed. This is a generalization
of unobstructedness theorem of deformations of CalabsYguBogomolov-Tian-Todorov to two directions:
from ordinary complex structures to generalized complexcstires, and from trivial canonical line bundle to
effective anti-canonical line bundle.

Next we explain the stability theorem of generalized Kékteuctures with one pure spinor, which shows
that generalized Kahler structures are stable under steédirmations of generalized complex structures.
This is regarded as a generalization of the stability thearEordinary Kahler structures by Kodaira-Spencer.
Then a non-zero holomorphic Poisson structure gives rigeeformations of generalized Kahler manifolds
starting with ordinary Kahler manifolds.

As an application, we construct bihermitian structures omgact Kahler manifolds with holomorphic
Poisson structures by using K-deformations and the staltleorem together. In particular, we show that
a compact Kahler surface S admits a non-trivial bihermis&ucture if and only if S has a non-zero holo-
morphic Poisson structure. Examples of bihermitian stmest on del Pezzo surfaces, degenerate del Pezzo
surfaces, Hirzebruch surfaces and some ruled surfacessatessed.

[1] Unobstructed K-deformations of Generalized Complexi&tres and Bihermitian Structures,
arXiv:1002.0391.

[2] Poisson structures and generalized Kahler structam@v:0712.2685, J. Math. Soc. Japan, Vol. 61,
No. 1 (2009) pp.107-132.

[3] Deformations of generalized complex and generalizatll&i structures, arXiv:0705.2495.

[4] On deformations of generalized Calabi-Yau, hyperkaith, and Spiri7) structures |,
arXiv:imath/0512211.

SpeakerMarco Gualtieri (University of Toronto)
Title: “Gerbes and Poisson structures in generalized complex ahteKgeometry”
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Abstract:| will review and explain the mechanism by which Poisson gewynenters in generalized complex
geometry and generalized Kahler geometry, as a sort afdotition to the topic of the conference. | will then
use this to deduce some algebraic relationships betwedwdhgossibly non-isomorphic complex structures
occurring in a generalized Kahler structure.

SpeakerNigel Hitchin (University of Oxford)
Title: “Generalized holomorphic bundles and the B-field action”

Abstract: Gualtieri introduced the notion of a generalized holomarptector bundle over a generalized
complex manifold. If a closed 2-form preserves the gensedlicomplex structure then it transforms as a
B-field one generalized holomorphic vector bundle to anadine acts on the moduli space. We look at some
examples of this and also describe twisted structures wihiatlves a cocycle of B-field actions, spectral
covers and holomorphic gerbes.

SpeakerConan Leung(Institute of Mathematical Sciences and Chinese Uniwedditiong Kong)
Title: “Geometric Structures on Riemannian manifolds”

Abstract: In this talk, | will describe various geometric structuresni a unified approach using normed
division algebras. By doubling the geometry, this methab ajive a nice description of all Riemannian
symmetric spaces as Grassmannians.

SpeakerEckhard Meinrenken (University of Toronto)
Title: “Twisted Spin® structures on conjugacy classes”

Abstract: Let G be a compact, connected Lie group. An essential ingrediettiei Borel-Weil construction
of irreducibleG-representations is the fact that the co-adjoint oiits g* carry distinguished Kahler struc-
tures. More generally, Hamiltoniafi-spaces in symplectic geometry carry distinguisBpth® structures,
and the associated Dirac operators are used in their qatiotiz

By contrast, conjugacy class€sC G need not admit complex structures in general, or eypm®
structures. | will explain in this talk that the conjugacasses, and more generally all quasi-Hamiltonian
G-spaces, carry canonidalistedSpin® structures, with twisting by a distinguished backgrourethe’ over
G. The twistedSpin® structures appear in a quantization procedure for quasiilttaian spaces.

This talk is based on joint work with Anton Alekseev.

SpeakerJustin Sawon(University of North Carolina)
Title: “Fourier-Mukai transforms and deformations in generalizemplex geometry”

Abstract: In this talk | will describe Toda’s results on deformationistioe category Coh(X) of coher-
ent sheaves on a complex manifold X. They come from defoonatof X as a complex manifold, non-
commutative deformations, and gerby deformations (whatall be interpreted as deformations of X as a
generalized complex manifold). Toda also described howeforeh Fourier-Mukai equivalences, and | will
present some examples coming from mirror SYZ fibrations.

SpeakerAndrei Teleman (Université de Provence)
Title: “Using moduli spaces of holomorphic bundles to prove existeof curves on class VIl surfaces”

Abstract: The classification of complex surfaces is not finished yee flost important gap in the Kodaira-
Enriques classification table concerns the Kodaira classevd. the class of surface$ havingkod(X) =
—00,b1(X) = 1. These surfaces are interesting from a differential togickd point of view, because they are
non-simply connected 4-manifolds with definite intersactiorm. Class VII surfaces with, = 0 are com-
pletely classified, but the methods used for this subclasotextend to the general case. In the dase 0
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important progress has been obtained by Kato, NakamurasBky and later by Dloussky-Oeljeklaus-Toma,
but the complete classification has been considered sinog years to be a hopeless goal. The difficulty is
to show that any minimal class VIl surface wiih > 0 admits sufficiently many curves. | will explain my
program (based on ideas from Donaldson theory) to provéesde of curves on minimal class VII surfaces
with b2 > 0 and the first effective results obtained using this progrtme:classification up to biholomor-
phism forb, = 1 and up to deformation equivalence fer = 2. Finally | will discuss the challenges to
overcome (but also the expectations) for extending theskads to the cask, > 2.

SpeakerSusan Tolman(University of lllinois at Urbana-Champaign)
Title: “Symplectic circle actions with minimal fixed points”

Abstract: The purpose of this talk is to show that there are very fewr@xely simple” symplectic mani-
folds with sympliectic actions. For example, consider a k@mian circle action on a compact symplectic
manifold (M, w). Itis easy to check that the sumdifin(F') 4 2 over all fixed components is greater than or
equal todim(M) + 2. We show that, in certain cases, equality implies that theifolal "looks like” one of

a handful of standard examples. This can be viewed as a sgtigpdmalog of the Petrie conjecture. We will
also discuss related results for non-Hamiltonian acti@ased on joint work with Hui Li and Alvaro Pelayo.

SpeakerFrederik Witt (Universitat Miinchen)
Title: “Calibrations, D-branes and B-fields”

Abstract: In their quest for minimal submanifolds, Harvey and Lawsuinaduced the notion of a calibrated
submanifold. In this talk, | shall present a natural extensif this concept to the generalised geometry
framework and explain how this relates to D-branes in tystrlihg theory.

SpeakerMaxim Zabzine (Uppsala Universitet)
Title: “Why strings love generalized geometry”

Abstract: | will review the relation between sigma models, Poissonesealgebras and vertex algebras. The
generalized geometry plays a central role in this relatlomill discuss the recent results on the connection
between the sheaves of susy vertex algebras and the difteseects of generalized geometry.

Presentation Highlights/Scientific Progress Made
Examples of recent breakthroughs:

1. Prof. Hitchin described new work in progress concerniegegalized holomorphic bundles over gen-
eralized complex manifolds. These are generalizationsaéitholomorphic bundles and they may be
approached with the same questions that have been appledaimorphic bundles. For example, do
they have moduli spaces? How can we construct examples? ddedd on a particularly intriguing
case of viewing a complex manifold as a generalized complaxifold. In this case, the notion of a
generalized holomorphic bundle coincides with the usuibnmf a holomorphic bundle, except that
it is equipped with a co-Higgs field. Hitchin explained howve tp-Higgs field leads to a spectral de-
scription of the bundle, as in the case of Higgs bundles. Bvere interesting was the observation that
the complex manifold may support a nontrivial holomorphedzg, in which case the generalized holo-
morphic bundles are related to twisted coherent sheavés.pfévides a novel differential-geometric
interpretation of these objects.

2. Prof. Goto described his recent project of studying deédion theory of generalized complex and
Kahler manifolds, which has led to many successes in thelsdéar examples of bi-Hermitian mani-
folds. A particularly striking result which he emphasizadis talk was that his theory has something
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new to say even about deformations of usual complex marsifolthat is, if we consider complex
deformations of a Kahler manifold which fix an anti-can@hidivisor, then the deformation theory
is unobstructed In other words, the celebrated Tian-Todorov lemma whicécdbes deformations
of Calabi-Yau manifolds actually applies to any Kahler nfialdi once we fix an anti-canonical divi-
sor. Goto’s more general theorem is a statement about unctestness of certain deformations of
generalized Kahler manifolds, and it guarantees the enigt of many bi-Hermitian structures with
non-isomorphic constituent complex structures.

3. The classification of complex surfaces is not yet compltef. Dloussky and Prof. Teleman gave an
overview of the state of the art in the classification of stefg focusing on the topic of global spherical
shells, which come up in the study of cldg$! surfaces, which are those that remain to be completely
classified. Interestingly, there is a relationship betwénase surfaces and the presence of nontrivial
holomorphic gerbes, making an intriguing connection tehiit’s recent work. In the case of the Hopf
surface, for example, which has a global spherical sheallsthdy of nontrivial holomorphic gerbes is
essential in understanding the generalized geometry afthee. We also saw how gauge theory in the
guise of Donaldson theory can be used to study the still-gpestion of classifying these manifolds.

4. Dr. Aldi’'s talk introduced a mysterious and quite intriiggl generalization of the vast topic of vertex
operator algebras. His generalization (joint with Helyasimotivated from the study of T-duality,
an operation which forms part of the formalism of generaligeometry. By T-dualizing a torus, he
obtains an exotic version of the usual algebra of operatotisa conformal field theory associated to
the torus, which contains terms in its operator product egjmm which are disallowed in the usual
theory of vertex operator algebras. These di-logaritherims represent a new direction in the subject,
motivated from dualities in quantum field theory.

Outcome of the Meeting

We had 41 participants. It was important to us that the ppetitts not only be main researchers in the area,
both faculty and postdoctoral, but also graduate studemtshave taken up the subjectin their doctoral work.
We were very successful in that respect, with the partiopatf 8 graduate students from the Universities
of British Columbia, Toronto, McGill, California at Berka}, and Stony Brook. The topics of the conference
were directly relevant to the thesis topics of several oséhgraduate students present, and they were highly
motivated by the opportunity to talk with experts in the fielhere were also 5 postdoctoral researchers,
from the Universities of Toronto, Waterloo, California atifReley, and Notre Dame.

We also had the participation of physicists. The origins oisBon and generalized complex geometry
can be traced back to physics, and many of the questionssdtimithe field are motivated by physics. In
fact, two of the talks were given by physicists, Prof. Zalkzamd Dr. Aldi. There were many interactions
between the mathematicians and the physicists, and atdeastollaboration emerged from them, between
Prof. Zabzine and Dr. Cabrera.

The workshop, as well as the extended time at BIRS due to thevening volcano, stimulated a number
of collaborations. Those we are aware of are as follows: @gaib between Profs. Dancer and Tolman after
her talk about the symplectic Petrie conjecture. The collation between Profs. Karigiannis and Leung was
also nourished by the conference. A new collaboration betviRrofs. Apostolov and Gauduchon concerning
generalized Kahler metrics was also begun. Furthermoflaborations began between Profs. Gualtieri and
Bursztyn as well as Profs. Gualtieri and Moraru.

The participants were very enthusiastic about the sciemtifntent of the workshop, as well as the facili-
ties and breathtaking natural setting of BIRS. Moreoverytlarm hospitality and professionalism of the staff
were very much appreciated, and we would in particular likehank the Scientific Director and Scientific
Coordinator of BIRS for being so helpful and accommodatmBuaropean participants stranded in Banff due
to the eruptions of Eyjafjallajokull.
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Optimal transportation and applications
(10w5025)

Apr 18 - Apr 23, 2010

Organizer(s): Alessio Figalli (The University of Texas at Austin) Yuxin GBniversite
Paris Est Creteil) Young-Heon Kim (University of British [Dmbia) Robert McCann (Uni-
versity of Toronto) Neil Trudinger (Australian National Warsity)

Summary

Our meeting took place during a week of many flight canceltatj due to the eruption of a volcano in
Iceland. This caused a number of European participantsricedate and prevented several more — 10
total, including one organizer — from attending at all. Nekeless, by rearranging the planned activities,
a lively and stimulating program was achieved involving 32eodd participants who managed to attend. In
particular, several summaries of striking progress weesgmted, directions for further research identified,
introductions were made, collaborations advanced, ane s@w ones established.

Background

Optimal mass transportation can be traced back to Gaspangj®®famous paper of 1781: ‘Mémaoire sur

la théorie des déblais et des remblais’. The problem tleete minimize the cost of transporting a given

distribution of mass from one location to another. Sincenthiehas become a classical subject in proba-
bility theory, economics and optimization. Following thensinal discoveries of Brenier in his 1987 paper
‘Décomposition polaire et réarrangement monotone desgs de vecteurs’ [6], optimal transportation has
received much renewed attention in the last 20 years. It Bagrbe an increasingly common and powerful
tool, at the interface between partial differential eqoiagi, fluid mechanics, geometry, probability theory,
and functional analysis. At the same time, it has lead toifiggmt developments in applied mathematics,
including for instance in economics, biology, meteorolatpsign, and image processing.

Regularity of optimal transportation, fully nonlinear par tial differential equations,
and Riemannian geometry

The smoothness of optimal transport maps is an importam isstransportation theory since it gives infor-
mation about qualitative behavior of the map, as well as Biyiipg computations and algorithms in numeri-

cal and theoretical implementations. Thanks to the restiBsenier [6, 7] and McCann [31], it is well known
that the potential function of the map satisfies a Monge-Arapype equation, an important fully nonlinear

135
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second order elliptic PDE arising in differential geometiry the case of the quadratic cost function in Eu-
clidean space, pioneering papers in this field are due tonoél§3], Caffarelli [8, 9, 7, 11], and Urbas [86].
More recently, Ma, Trudinger and Wang [69, 84] (see also)[88covered a mysterious analytical condi-
tion, now called the Ma-Trudinger-Wang condition (or simMTW condition) to prove regularity estimates
for general cost functions. Costs functions which satisfghsa condition are called regular. At this point,
Loeper [6] gave a geometric description of this regular@gpdition, and he proved that the distance squared
on the sphere is a uniformly regular cost, giving the first-trdrial example on curved manifolds. The Ma-
Trudinger-Wang tensor is reinterpreted by Kim-McCann [B2&n intrinsic way, and they show that it can
be identified as the sectional curvature tensor on the ptadanifold equipped with a pseudo-Riemannian
metric with signaturén,n). Also, recent results of Loeper-Villani [61] and Figallifferd [40] show that
the regularity condition on the square distance of a Rienianmanifold implies geometric results, like the
convexity of the cut-loci. Developments discussed at thekalwop highlighted many fruitful interactions
between analysis and geometry around optimal transpamtati

Geometry of the space of probability measures, and it appl&tions to geometric in-
equalities and nonlinear diffusion

Links from optimal transport to geometric analysis, indhglto the theory of Ricci curvature and Ricci flow,
take their origin in the work of Otto and Villani [74], and heveceived even more attention after the recent
works of Lott and Villani [61], Sturm [80, 81], McCann and Tipg [68]. The possibility to define useful
analogs of such concepts in a metric measure space setsriageka a tantalizing goal, only partly realized
so far. Still this progress, together with the original ednition due to Otto [73] on the formal Riemannian
structure of the Wasserstein space and its application di, BDhaving a strong impact on the research
community.

Indeed, on the one hand one exploits that geometric/fumatinequalities are related to hidden convexity
of appropriate entropy functionals, and thus governs ttee ahconvergence of the corresponding gradient
flows. This framework yields a lot of interesting results;luding extensions of (log-)Sobolev inequalities
with completely new proofs of the original ones, as well aaritative study of asymptotic structure of
nonlinear diffusion processes, including the porous-m@dequations and fast diffusion equations. There
are a lot of literature in this direction: see, e.g., themafiees in [1, 10, 11].

On the other hand, optimal transportation has also provadadw and simpler way to establish sharp
geometric inequalities like the isoperimetric theorentjropl Sobolev inequalities and optimal Gagliardo-
Nirenberg inequalities: see e.g., [74, 10, 11, 2, 3]. Moently, Figalli, Maggi and Pratelli [39] were
able to exploit Gromov’s proof of the anisotropic isopeririinequality via optimal transport to prove a
sharp quantitative version of the Wulff inequality. Thisu# shows that optimal transportation’s proofs of
functional inequalities, apart from being generally vergid and elegant, are also very stable and can be used
to get improved versions of the original inequality, se® dts instance [38].

Application to economics, meteorology, design problemsiriage processing,

There are numerous applications of optimal transport, @mdrich we concentrate on economics, meteorol-
ogy, and design problems.

Economics

Mass transportation duality is useful in formulating thelgem of existence, uniqueness and purity for equi-
librium in hedonic models. Recent works of Ekeland [29, Zhjappori, McCann and Nesheim [16] have

shown that optimal transportation techniques are powésflk for the analysis of matching problems and
hedonic equilibria. Work of Rochet and Choné [78] and @aftL5] also exposed applications to the principal
agent problem — a central paradigm in microeconomic themhyjch models the optimal decision problem

facing a monopolist whose must act based on statisticalrimddon about her clients. Although existence has
generally been established in such models, charactenizatithe solutions, including uniqueness, smooth-
ness, and comparative statics remain pressing open guestisansportation theory has a wide range of
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further potential applications in econometrics, urbanneecoics, adverse selection problems and nonlinear
pricing. These were highlighted in a talk of Robert McCannaarning recent work with Figalli and Kim.

Geophysical dynamics

Geophysical dynamics seeks to understand the evolutidreaftmosphere and oceans, which is fundamental
to weather and climate prediction. It has been shown by @ealiel his collaborators that mass transportation
theory can be applied to fluid dynamical problems, for insgathose governing the large-scale behaviour
of the atmosphere and oceans (see e.g., [21]). Here discons solutions find important applications as
models for atmospheric fronts, where the point is to anallygegeometry and dynamics of the discontinuity.
The theory can also be given a geometrical interpretatitiginwhas led to important ex- tensions in its appli-
cability, and can be used to investigate the qualitativesiotjof geographical formations, such as mountain
ranges. A related open problem to which mass transportaiozlevant is the incorporation moisture and
thermodynamics into the dry dynamics, to model, e.g., tainss. Since Cullen was one of the researchers
who participation was prevented by the volcanic eruptiolt@tand, his collaborator Mikhail Feldman gave
beautiful survey of mathematical developments surroumttie semigeostrophic theory.

Engineering design

Mass transportation theory has a number of promising agjidics in engineering design — ranging from
the construction of reflector antennas or shapes which nmeimind resistance, to problems in computer
vision. Oliker [72] and X-J Wang [90] have pioneered the ub&ransportation theory in reflector design,
while Plakhov has been exploring novel applications in dgnamics, see e.g., [76, 77]. Image registration
offers medical applications, in which the goal is estabdistommon geometric reference frame between two
or more diagnostic images captured at different times. @asehe mass transportation theory, Tannenbaum
and his group developed powerful algorithms for computiiagtéc registration and warping maps: see e.g.,
[4, 49, 28].

Open Problems and Progresses

When studying regularity of optimal maps, one of the majaroproblems is to find extensive classes of cost
functions and domains where the MTW condition holds. Intiefato geometry, the Riemannian distance
squared cost on a manifold may be the most natural case tadeonsn this direction, so far the list of
manifolds where MTW is satisfied, includes to€i*-perturbations of the round sphere, and Riemannian
products and submersions of the round sphere: see e.g4,[61540, 13]. An important open problem is to
relate a local geometric Riemannian curvature conditioM TV condition which is global in nature — but
the relevant data are concentrated along geodesic pathex&mple, can an estimate on the derivative of
the sectional curvature imply MTW condition? Some partsuits in this direction have been provided by
[13, 42, 26]. Another angle is to understand what geomegstrictions the MTW condition gives. So far
progress has been made regarding convexity of tangenta@unlf§1, 40, 41, 42, 43, 44].

Establishing regularity of optimal maps for a cost satisfyMTW condition is a separate issue. Continu-
ity of optimal maps with bounded transported mass distidimstare now known on the manifolds satisfying
the strong MTW condition due to the results in [6, 54, 63, @1,,44], while the higher regularity of optimal
maps for more regular mass distributions is still open fatyrbation cases (though, there are some patrtial
results [12, 61, 13]). There has been also progress in defateblem, called reflector antenna in the works
[90, 48, 91, 69, 13, 6, 50]: especially, in [50] it is identifithe range of regions where regularity holds for
general data. For a degenerate MTW condition, where thegsisas more subtle due to lack of strong local
estimates, a global higher regularity is known [84] on damsan R"™. For continuity with rough data, there
has been a substantial progress in [34, 36] assuming alglgfhdinger but still degenerate version of MTW
condition, so-called nonnegative cross-curvature. Thadr regularity in [34, 36] uses recently found inte-
rior a priori estimates of [65] (see also [64]). The work [®8] multiple products of spheres is the first time
higher regularity is obtained on non-flat manifold satisfyionly degenerate MTW condition. For general
degenerate MTW case, continuity with rough data and inteeigularity remain open.
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A wide open problem of regularity theory is to understandribure of discontinuity/singularity set of
optimal maps when the MTW condition is not satisfied, e.@g,distance squared cost on negatively curved
Riemannian manifolds. As Villani asked in his book [11], d@eich set have nice geometry or does it show
fractal nature? Partial results in this direction have beeently proved in [31, 33], but a complete answer
to this problem is still missing.

As (quite surplisingly) shown by the recent work in [35], ai@at of the MTW condition naturally

arises in the principal agent problem in multi-dimensiosetting. More precisely, the authors identify a
structural condition on the valugz, y) of product typey to agent type: — and on the principal’s costsy)
— which is necessary and sufficient for reducing the profitim&ation problem faced by the principal to a
convex program. This is a key step toward making the pridsipaoblem theoretically and computationally
tractable; in particular, it allows us to derive uniquenasd stability of the principal’s optimum strategy —
and similarly of the strategy maximizing the expected welfaf the agents when the principal’s profitability
is constrained. This fact shows how the MTW condition plaisyarole as a structural condition in principal
agent problem, and it is likely that this fact could be uséfuhe future also in other problems coming from
economics.

New applications for optimal transport are also appearigtatistical mechanics. The recent work
described by Sei [79] concerned applications to directistaistics, and showed that a convex combination
of optimal transport plans on a sphere gives a way to cortstrfiaenily of probability distributions. Moreover,
the the work in [36] allows Sei’s result to be generalized tdtiple products of spheres. Let us also observe
that, since the state of a spin system is classically modedeadpoint in the phase space obtained by taking
many products of spheres, one may expect that optimal toatagjmn will prove useful to estimate rates
of decay for correlations in other models from statisticacmanics, with the goal of establishing phase
transitions. The hope is that, in contrast with current médgithat take advantage of the specific structure of
models, convexity methods will be robust under small charigeéhe model.

Other important open problems arise in the contest of theryhef Lott-Villani [61] and Sturm [80, 81]
of metric-measure spaces with Ricci curvature bounded fielow. Indeed, still the theory presents many
open problem, as the recent work of Bacher and Sturm showsa{se the discussion on the talk of Sturm
below): indeed, the authors introduce a new curvature-déioa condition which is more flexible than the
original one introduced by Sturm, and allows to obtain mudnergeneral result (at least at the moment) with
the drawback of producing slightly worse constants in somegualities. So, it becomes natural now to try
to understand which is the right condition to consider onrimepaces (note that the two conditions coincide
on Riemannian manifolds). Another important question eons the study of gradient flows in these class of
metric spaces. As shown by Gigli [45], the heat flow on a mefpiace with Ricci curvature bounded from
below exists and is unique. However, questions concernatgjlgy and long-time asymptotics are widely
open.

Presentation Highlights

Theoretical aspects of optimal transportation
Regularity of optimal transportation, nonlinear PDE, and related geometry.

A number of speakers discussed topics concerning the Majrigar and Wang conditions for regularity of
optimal transportations and fully nonlinear elliptic Hessequations.

Jiakun Liu presented his joint work [65] with Xu-Jia Wang aweil Trudinger on the continuity of second
derivatives of solutions to the Monge-Ampere type equiarising in optimal transportation. His result
includes Holder and more general continuity estimateségond derivatives, when the inhomogeneous term
in the equation is Holder and Dini continuous, togethehwitrresponding regularity results for the potentials
in optimal transportation.

Ludovic Rifford discussed joint work [44] with Alessio Filljaand Cédric Villani on the regularity of
optimal transport maps associated with quadratic costsiem&hnian manifolds. He gave necessary and
sufficient conditions related to the so-called Ma-Trudin@éang and extended Ma-Trudinger-Wang condi-
tions, with examples and counterexamples.
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Micah Warren presented a joint work [55] with Young-Heon Kamd Robert McCann. He introduced a
new pseudo-Riemannian metric on the products space ofesaurttarget domains of optimal transportation.
This metric involves both the mass densities and the cost;atconformal perturbation of the metric pre-
viously defined by Kim and McCann [52], which gives a geonzetiibn of the condition of Ma, Trudinger
and Wang as a curvature condition of the metric. It leads teva geometrical extremization property of
optimal maps. Namely, in the conformally perturbed mettie,graph of the optimal map between two given
smooth densities becomes a calibrated maximal Lagrangdifiablen-current, thus special Lagrangian in
the sense of Hitchin; it has zero mean curvature as an emdesdenanifold. This gives an unexpected
link between optimal transportation and the more clasgioatblem of finding mass minimizing currents in
geometric measure theory. The calibrations which detedetspecial Lagrangians are pseudo-Riemannian
analogues of the special Lagrangian calibrations for Gafabh manifolds.

Simon Brendle talked about his joint work [5] with Micah Wanrconcerning existence results for min-
imal Lagrangian graphs. Given two uniformly convex domamR™, he showed existence of a diffeomor-
phism between them, whose graph is a minimal Lagrangian anlfatd. This question comes down to a
boundary value problem for a fully nonlinear PDE, and is i@ #imilar spirit as the second boundary value
problems of Monge-Ampére type equations arising in optimaansportation, and is also related in broader
sense to the talk of Micah Warren. Brendle also discussenhiéasiquestion for domains in the hyperbolic
plane.

Paul Lee discussed transportation costs arising from alanechanical actions. He reported a joint work
with R. McCann [57], where they found a class of costs basedagimangian actions, which satisfy the Ma,
Trudinger and Wang conditions for regularity of optimaktsgortation.

Geometry of the space of probability measures

Nicola Gigli discussed heat flow in metric measure spacep [@hder the assumption of Ricci curvature
bounded from below, he obtained well-posedness of the tiefirdf of the heat flow as the gradient flow of
the Entropy with respect to the quadratic Wassersteinmistaln particular, uniqueness is proved.

Karl-Theodor Sturm presented some partial results (joimtkwvith K. Bacher) to open questions con-
cerning the curvature-dimension conditi6tD (K ; N) for metric measure spaces. They introduced a new
versionC'D*(K; N) (called reduced curvature-dimension conditiond’d(K’; N). Like the original condi-
tion, on Riemannian manifolds this new condition it is e@lent (roughly speaking) to the conditions “Ricci
bounded from below by<” and “dimension bounded from above BY'. However, it provides worse con-
stants in functional inequalities than the ones that caredeced fromC' D (K, N). On the other hand, it has
properties which make it more suitable for many applicatidndeed, it satisfies a local-to-global property:
that s, if it holds locally then it is also true globally (ectanot known forC' D (K, N)). Moreover, it satisfies a
tensorization property, which allows to deduc® (K'; N) for metric cones and suspensions, under suitable
assumptions on the basis. As an application of these residtg can prove finiteness of the fundamental
group of any metric measure spagde’; d; m) which satisfies” D(K; N) locally with positive K and finite
N.

Asuka Takatsu reported a joint work with Shin-ichi Ohta [éh]an extension of the notion of displace-
ment convexity to a more general entropy functional, calfedTsallis entropy. This convexity induces new
examples of measure concentration.

Gershon Wolansky presented his investigation [92] of a bekween optimal transformations obtained
by different Lagrangian actions on Riemannian manifoldsarticular, he explained how theWasserstein
metric arises as a limit of the Wasserstein distand&), between two small perturbations of a suitably chosen
reference measuye for any non-negative measurds, A~ of equal mass

Wi(A7,A%) = lim e inf Wy (p+eA™, p+ ext),
where the infimum is over the set of probability measures the ambient spack/. He used a version of
this limit theorem as the foundation for a series of develepts concerning optimal network theory.

Extensions of the notion of optimal transportation

A couple of speakers discussed how to extend the notion ehaptransportation.
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First, Brendan Pass talked about his result [75] on multigimal optimal transportation where the goal
is to minimize matching of multiple (more than two) massmlisttions. To study the local structure of the
optimal plan in this multi-marginal setting, he used a fanauf semi-Riemannian metrics derived from the
mixed, second order partials derivatives of the cost fumctivhich is a reminiscence of the metric of [52], to
provide upper bounds on the dimension of the support of thienepmeasure.

Qinglan Xia discussed the ramified optimal transportatibictvhe has been developing in a series of pa-
pers since 2003: see e.g., [93, 95] . Here, he allows mordfegeometry for each path of the transportation
plan. Namely, each such path is allowed to branch out, whitd éranching point contributes some weight
in the transportation cost. This theory has many nice agfiins. In particular, he successfully modeled the
formation of a tree leaf for various tree types [94]. In hikt&e connected his theory to another variational
problem:p-harmonic maps on graphs.

Application of optimal transportation:

There were talks concerning various applications of ogttnaasportation.

Chris Budd showed how optimal transport ideas can be usedrtergte a mesh suitable for discretize
time-dependent partial differential equations. The p@@rthat the mesh should also evolve to capture the
change of the underlying structure so that the computatioaefficient, accurate and reliable. The meshes
are constructed by optimally transporting a reference raesbrding to a metric dictated by the solution of
the underlying PDE. He showed how this procedure is apptiedseries of problems, including the formation
of tropical storms in meteorological systems.

Mikhail Feldman discussed a model in geophysical dynaneics (neteorology) called semi-geostrophic
system. He presented his recent work with A. Tudorascu stgpwijorously energy conservation property
for weak Lagrangian solutions to this system. Though folynaéll-known, finding solutions which respect
conservation of energy is both important and delicate.

Wilfrid Gangbo reported a joint work with Alessio Figalli dTurkay Yolcu [32], where they extend De
Giorgi's interpolation method to a class of parabolic egureg which are not gradient flows but possess an
entropy functional and an underlying Lagrangian. The new ifathe study is that not only the Lagrangian
may depend on spatial variables, but it does not induce daanéssuming the initial condition to be a density
function, not necessarily smooth, but solely of bounded firaments and finite “entropy”, they could use
a variational scheme to discretize the equation in time amstcuct approximate solutions (this scheme is
analogous to the minimizing movement scheme introducedéiorgi to construct gradient flows in metric
spaces). Then, De Giorgi’s interpolation method turns outte a powerful tool for proving convergence of
the algorithm. Finally, they show uniqueness and stakitit§;' of their solutions.

Robert McCann described recent work with A. Figalli and Y.Kim [35] on the principal agent problem
in multi-dimensional setting. He showed that some Ma-Tmdgr-Wang type conditions give a general struc-
tural conditions on the valug X, Y") of productX to buyerY’, and on monopolists cos{.X) of producing
X, which reduce the relevant minimizing problem to a convegpam in a Banach space— leading to unique-
ness and stability results for its solution, confirming rstimess of certain economic phenomena observed in
previous researches. This results extends the specia wésn either in 1 dimension 6(X,Y) is linear, to
a much general class of situations.

Quentin Merigot [70] explained topological inference pgeoh, which addresses the question of recover-
ing the topology (eg. homotopy type) of a compact suliéaif R using approximation by a discrete set.
In his work, he defined a notion of distance function to a philiig measure orlR? whose sub-level sets
can be used to associate a geometry and topology to the medsus function has a Lipschitz-dependence
on the measure with respect to the quadratic Wasserstdamdes and can be used to obtain topological
reconstruction results in the presence of noise.

Garry Newsam reviewed two practical issues in transporblpros: The first is the issue of appropri-
ate function space settings for objects such as images aetharthe penalty functions used to distinguish
specific transportations / registrations from the clasdlgi@ssible maps are consistent with these settings.
The second is the opportunity to match theory to data opepdxy unew massive data records on real trans-
portation flows, such as those on maritime cargo traffic plediby signals from the Automatic Identification
System (AIS) transmitters now carried by all ships.

Tomanari Sei explained two topics on statistics which eetatthe optimal transportation theory [79].
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One is directional statistics, where convex combinatioogifmal transport plans on a manifold gives a way
to construct a family of probability distributions on the mifald. The mathematical method behind is closely
related to the talk of McCann [35]. Another topic is on inf@tion geometry, where he discussed the dual
structure of a cost function, called divergence in statssti

Results in other related areas

Maria Gualdani reported on a mean field model arising in piacenation. Her result on this free boundary
problem uses tools from non-interacting stochastic partigstems and multiscale analysis.

Amir Moradifam discussed the regularity issue of biharncomjuation of the formA%u = G=mEL
which is originated from the theory of Micro-Electro-Mectieal Systems (MEMS). He demonstrated that
the regularity depends on the dimension, with a proof isthasecertain improved Hardy-Rellich inequalities.

Shawn Xianfu Wang addressed an issue in convex analysig;jlieg how the proximal average method
can be used to find the least norm minimizers of a convex fanetnd its Fenchel conjugate.

Ramon Zaraté presented results from his thesis, on howply apriational method to finding the un-
known nonlinearity of given partial differential equatg&manging from equations of Euler-Lagrange type to
parabolic equations.

Outcome of the Meeting

It was unfortunate that airport closures due to volcanigons in Iceland prevented several European
participants — many of them distinguished scientists — faitending. These included: Stefano Bianchini,
Guillaume Carlier, Mike Cullen, Luigi de Pascale, Yuxin GReter Topping, Alexander Plakhov, Max von
Renesse, and Cédric Villani.

However, those who were in attendance rose to the occastfilled the breach admirably. Indeed, the
workshop succeeded in addressing many of the most impagsearch directions in optimal transportation
theory in spite of these absences, through talks that iedtidose of Gigli, Feldman, Liu, McCann, Rifford,
Sturm and Warren. Other such as Brendle and Gualdani gaict dnd stimulating lectures on comple-
mentary topics. There was a high level of participation bynygpeople, including graduate students, recent
postdoctoral fellows, minorities and women, who benefitteth a relaxed schedule allowing additional time
for interactions with researchers both senior and junior.

This workshop brought together researchers from a rangéfefent fields with common interests in
subjects related to the mathematics of optimal transporntaboth theoretical and practical aspects. It show-
cased recent progress and set the stage for future devailtgméile stimulating new collaborations, new
guestions, and new lines of research. By making these ctinnecwe believe that the meeting has acceler-
ated the rate of progress within mathematics and in thefeaasd application of mathematical techniques
between mathematics and adjacent areas of science, ingledbnomics and statistics. Its lasting impact
will be reflected in research directions which grow from thiefactions which were catalyzed here.
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Chapter 15

Character Varieties in the Geometry and
Topology of Low-dimensional Manifolds
(10w5094)

Apr 25 - Apr 30, 2010

Organizer(s): Alan Reid (University of Texas at Austin), Steve Boyer (Usrsite du Que-
bec a Montreal), Dick Canary (University of Michigan), iéin Goldman (University of
Maryland)

Overview and Introduction

The workshop (the first of its kind) brought together reskars who use character variety methods and
related techniques to study the geometry and topology ofdmaensional manifolds.

We briefly recall some background. Suppose #ias a finitely generated group aidéla real or complex
algebraic Lie group. The set of representationg/oin GG, denotedR(H ), can be given the structure of a
real or complex algebraic set called tGerepresentation variety off. In addition, the algebro-geometric
quotient of R (H) by G determines an algebraic s&t;(H ) called theG-character variety offf.

The main areas that were focused on were:

e Teichmuller theory and connections to thé& (2, C)- character variety of a surface group;
e surface group representations with more general Lie grGuas targets;

e applications of theS (2, C)-character variety to the study of boundedanifolds;

e connections betwee$iU (2) character varieties, gauge theory, @&achanifold topology;

o the role of the character varieties in deformations of gegamstructures.

Rather than having a specific set of open problems to focusranof the motivating goals of the work-
shop was to foster a better understanding of the differguecs of the character variety as well exposing
both junior and senior people to the panorama of mathenthé¢®xists in the study of character varieties in
connection with the topics mentioned above.
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Recent Developments

Let G beSL(2,R) or SL(2,C) and letH be the fundamental group of a compact, orientable, hypigrbol
able3-manifold M with incompressible boundary containing a closed oridetaibrface” of genus at least.
WhenM = X x I, H is a surface group anli(H ) has been of central importance in the study of the geom-
etry of M and> over many decades. Discrete embeddingg af G correspond to hyperbolic structures and
display remarkable flexibility. These ideas, which form & p& Teichmuller theory, were subsequently vital
to Thurston’s work on geometrization of 3-manifolds. Th& f@w years have seen spectacular developments
in our understanding of the topology of the genera) such as the solutions of the Tameness Conjecture
(by Agol, and independently Calegari-Gabai) and of the Egdiamination Conjecture (by Brock-Canary-
Minsky). This work leads to a classification of hyperbolicmifalds homotopy equivalent td/ which, in
turn, gives a better understanding of part of (2, C)-character varieties of these groufs Other recent
developments regarding thel (2, C)-character variety can be found in the proofs of the orbifblebrem

by Boileau-Leeb-Porti and Cooper-Hodgson-Kerckhoff. Werevfortunate in that Brock, Canary, Hodgson,
Kerckhoff Minsky and Porti all attended the workshop (Balleunfortunately had to cancel at the last minute
because of disruption to air travel caused by a volcanictanip

For groupss more complicated thaf L (2, C), theG-character variety oE also has special properties,
such as components corresponding to the Hitchin-Labdto@-Goncharov “higher Teichmuller spaces”.
These representations correspond to more general georsgtrictures, such as real projective structures.
There has been a lot of recent work in this area, and one oé#uels in the field (A. Wienhard) attended the
meeting.

Next letG = SL(2,C) and supposé is the fundamental group of a non-compact, orientable gfinit
volume hyperbolic-manifold. Embedded, incompressible, non-boundaryiighurfaces in compadi-
manifolds are one of the most important structural tool8-manifold topology. However, producing such
surfaces remains an elusive problem. The seminal work oe€ahd Shalen on th§L(2, C)-character
variety of such groups yields a general method of produdiegt, and in particular, ones with non-empty
boundary. Their work remains one of the few general methodsdnstructing such surfaces. This subse-
guently led to the notion of the A-polynomial, a powerfulamiant of a knot.

Culler and Shalen as well as several other of the main pedptenere at the forefront of these develop-
ments attended.

Presentation Highlights

The organizers selected five participants to each give 2ilest These reflected the main themes of the
workshop and had both an introductory part as well as a dismusf more recent developments. These
were:

Hans BodenConnections betwee$U (2) character varieties, gauge theory, a@emanifold topology.

Ken BrombergTeichmuller theory and the character variety.

Daryl Cooper:The role of the character variety in deformations of geoinediructures.

Peter ShalenThe character variety and the topology of 3-dimensional ifioéas.

Anna WienhardSurface group representations in Lie groups.

As well as these lectures, there were lectures by both jamdrsenior people that illustrated recent de-
velopments in the various fields. The senior people givitigtaere:

Tsachik Gelander@n the dynamics oflut(F;,) on character varieties Ursula HamenstadBounded coho-
mology: Its construction and ujeYair Minsky (Primitive stability and the action abut(F,,) on character
varietieg and Joan PortiRegenerating hyperbolic cone 3-manifolds from dimensjon 2

Junior people giving talks were:
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Shinpei BabaZr-graftings on complex projective structuyeMelissa Macasiebdn character varieties of
2-bridge knot groups Aaron Magid {ocal connectivity of deformation spaces of Kleinian giguftephan
Tillmann (Representations of closed 3-manifold groups

Some particular highlights of the lectures were Wienhdettures that described recent work on giving
a geometric interpretation to representations in the itcbmponent foiSL (4, R) that generalizes work of
Goldman in the case fL(3,R).

Other highlights include the lectures of Gelander and Myrislat discussed the dynamics of the action
of Aut(F,) andOut(F,) on X (F,). In particular, Minsky described his work on the existentammopen
subset ofX (F},) that properly contains the so-called Schottky charactéistwis Out(F},) invariant, and on
which Out(F;,) acts properly discontinuously.

Scientific Progress Made

The meeting proved to be a fertile ground for people from &waof backgrounds who study the character
variety. Many of the attendee’s are now involved in some veaypart of a proposed Research Network in
Topology, Geometry, and Dynamics of Character Varietidsrstied to NSF.

Participants

Baba, Shinpei(Bonn University)

Biringer, lan (Yale University)

Boden, Hans(McMaster University)

Boyer, Steve(Universite du Quebec a Montreal)
Brock, Jeffrey (Brown University)

Bromberg, Kenneth (University of Utah)

Canary, Dick (University of Michigan)

Cavendish, Will (Princeton University)

Charette, Virginie (Universite de Sherbrooke)
Chesebro, Eric(University of Montana)

Cooper, Daryl (University of California Santa Barbara)
Culler, Marc (University of lllinois, Chicago)

DeBlois, JasonUniversity of lllionis at Chicago)

Do, Norman (McGill University)

Dumas, David(University of lllinois at Chicago)
Gelander, Tsachik(Hebrew University)

Goldman, William (University of Maryland)
Hamenstaedt, Ursula(Universitt.t Bonn)

Kent, Richard (Brown University)

Kerckhoff, Steve (Stanford University)

Landes, Emily (University of Texas)

Lawton, Sean(University of Texas-Pan American)
Lecuire, Cyril (Univ. Paul Sabatier)

Lee, Michelle (University of Michigan)

Leininger, Chris (University of lllinois Urbana Champaign)
Long, Darren (University of California, Santa Barbara)
Macasieb, MelissaUniversity of Maryland)

Magid, Aaron (University of Maryland)

Mattman, Thomas (California State University, Chico)
McShane, Greg(Universite de Grenoble)

Minsky, Yair (Yale University)

Petersen, Kate(Florida State University)

Porti, Joan (Universitat Autonoma de Barcelona)
Reid, Alan (University of Texas at Austin)
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Segerman, Henry(University of Texas)

Shalen, Peter(University of lllinois at Chicago)

Sikora, Adam (State University of New York (SUNY) - Buffalo)
Souto, Juan(University of Michigan)

Tan, Ser-Peow(National University of Singapore)

Tillmann, Stephan (University of Queensland)

Walsh, GenevievgTufts University)

Wienhard, Anna (Princeton University)
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Chapter 16

Creative Writing in Mathematics and
Science (10w5057)

May 02 - May 07, 2010

Organizer(s): Marjorie Senechal (Smith College), Florin Diacu (Univéyf Victoria)
May 2, 2012

Introduction

The 4th BIRS workshop o€reative Writing in Mathematics and Scienomught together 19 mathemati-
cians, scientists, and journalists who actively write abroathematicsfor a general public. Some of the
participants had attended at one or several of the previoussivops, but most of them were new to an event
of this kind. They were (in alphabetical order):

e Madhur Anand, an ecology professor at the Univeristy of Glgl

e Steve Batterson, a mathematics professor and historiasiesfee at Emory University,

e John Bohannon, a freelance science journalist affiliaték Warvard University,

e Wendy Brandts, a biology researcher at the University of\ut,

e Sarah Isabel Burgess, a Ph.D. candidate in physics at theekdity of Toronto,

e Robin Chapman, a psychology professor (emerita) at theddsity of Wisconsin,

e Barry Cipra, a freelance mathematics writer based in Mipoés,

e Chandler Davis, a mathematics professor (emeritus) at tinetbity of Toronto,

e Robert Dawson, a mathematics professor at St. Mary’s Usiiyer

e Florin Diacu, a mathematics professor at the University iotdfia,

e Adam Dickinson, an English professor at Brock University,

e Philip Holmes, a mathematics and engineering professaiimtdélon University,

e Gizem Karaali, a mathematics professor at Pomona College,

e Joseph Mazur, a mathematics professor (emeritus) at Mar{bollege,

e Siobhan Roberts, a freelance science journalist affiliai#tthe Institute for Advanced Study in Prince-
ton,

e Mari-Lou Rowley, an English professor at the University asgatchewan,

e Marjorie Senechal, a mathematics professor (emerita) &hSZollege,

IThroughout this report, we use the term “mathematics” isigkly, to encompass the sciences that make heavy use of it.
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¢ Vladimir Tasic, a mathematics professor at the Universiti@w Brunswick,
e Dragana Varagic, an actor and art director of April Produddiin Toronto.

Objectives

The main goals of the workshop were to continue to expand aodwage the small community of writers
actively seeking to engage the larger public in mathemati@s broadly creative way, and to increase the
cooperation between BIRS and the Banff Center’s Writing Badlishing program, to the benefit of both.
Since this is the longest direct collaboration BIRS hashdistaed with the Banff Centre for the Arts, we
aimed to further strengthen the ties.

The sound achievements of previous BIRS/Banff workshoplsidte, in addition to publications of in-
dividual participants, the well-attended public readindglax Bell Hall in June 2006, and playwright Ellen
Maddow’s math-laced music comedy “Delicious Rivers,” tetitin collaboration with Marjorie Senechal and
performed at La Mama Cafe in New York and at Smith College &0 he writing of twenty past workshop
participants is showcasedTie Shape of Conterdn anthology of creative writing in mathematics edited by
the three co-organizers of the third workshop (Marjoriee€ddnal, Jan Zwicky, and Chandler Davis) and pub-
lished by A.K. Peters Ltd. in November, 2008. The currentksbpp aimed to match or exceed the success
of these past achievements.

Workshop Presentations

Each participant in this workshop made a presentation toritigued by all the others. The atmosphere
was collegial. Each participant received constructivelieek about his/her work and learned from the other
critiques as well. These brainstorming sessions matchedhit of any mathematics workshop held at
BIRS.

Madhur Anand, a published poet, presented 10 poems fromreeb&iok-length poetry manuscript-in-
progress. These poems contain scientific ideas and cortoepdsying degrees and in differing manifesta-
tions. Ecological objects and systems are used for imagetycedescribe narratives that transcend traditional
scientific boundaries, in which humans are objective olessrof nature to socio-ecological systems, while
human stories can find metaphor in ecological histories @anidformed by them. In several poems the poet
becomes entwined in the narrative through personal expexiel he method of inquiry taken in these poems
is not unlike those of simulation experiments she conductser research in ecological modelling. Some
ecological modelling has recently come to be appreciatedfasm of experiment. This is particularly true
of simulation in which each individual evolves in some coit@mgenerated world according to a set of rules
and assumptions as well as parameters that can be mangpbétend values observed in real data. The poet
finds that simulation modelling can lead to realities nogiorally imagined by the modeler, just as a poem
can lead to realities not originally imagined by the poet.

Steve Batterson, known best for his biography of Steven npaksented a chapter from a book he is
working on about the changes in American mathematics fro8®18 1913. At the beginning of this period,
pure mathematical research barely existed on campuses Wnited States; to obtain graduate level training
in the subject, American students typically went to Germ&@wer the last decade of the nineteenth century,
several of these young scholars obtained positions in Uriiates universities. Despite heavy teaching
loads, they managed to transplant the European matheettices to their own country, turning out high
level research and creating solid graduate programs. B$ fi@ithematical research in the United States was
self-sustaining and worthy of international respect. &atin’s book focuses on these intellectual pioneers
and the cultural and institutional barriers they overcame.

John Bohannon, who is a frequent contributoBtwence presented several short movies he has worked
on with the actor and film director Isabela Rosellini. Mostiyerested in writing scripts, he sought the
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workshop’s advice on several mathematical and science tde# considering.

Wendy Brandts’s fiction involves science in two ways. Shesud®racters who are mathematicians and
scientists, and also uses ideas and metaphors from matiti@ndesto convey the thoughts and emotions of
her characters. The work she presented at the workshopdrédgnge the general public perception, which
sees mathematicians and scientists as nerdy, crazy, @psdisic. She aims to present us as we really are:
people with feelings, but who try to make a difference thiotigeir research and teaching. Her manuscript
also tries to deepen the understanding of the arrow of tinit, ttve help of a character who has researched
that area.

Sarah Isabel Burges presented three poems. The first twatareded sequences based on recollections
from her childhood. They focus on her first experiences ofefstific wonder,” the fascination with the
natural world that led her to become a scientist, and whi@pgéeher in science. The third poem explores
her experiences of the relationship and tensions betwdigioreand science, and offers a view of scientific
practice as an expression of reverence for the natural world

Robin Chapman has published several highly acclaimed bobjgeetry. She presented several poems
from a manuscript-in-progresshe Eelgrass Meadawl'hese poems deal with the philosophy of knowing,
the science of seeing, and the evolution of the planet argpésies.

Barry Cipra presented a short story written—literally—oiMabius strip (see Figure 16.1). The idea
was to experiment with integrating the mathematical progeiof the Mobius strip into the structure of a
story. The Mobius strip’s endlessly looping nature andtthist that turns the surface’s two sides into one
suggested, to him, a story about an ongoing love/hateoakttip, with no beginning, no middle, and no end,
that switches points of view back and forth between the tweatars. This form is also an experimentin the
kinesthetic experience of reading: “scrolling” a Mobiusgsts a novel tactile sensation that surely influences
the reader’s reaction to what'’s written on it.

Figure 16.1: A story without beginning or ending, writtenaMobius strip

Chandler Davis, better known for his science-fiction wgtipresented experiments in mathematics and
music. The musical score in Figure 16.2, for instance, ieth@as a mathematical rule. Davis explained in
his written piece how this and several other musical piecakwand played the tunes for us on a piano in
the lounge.

Robert Dawson presented a short story initially entitleth¢ TExam” (the much stronger name “Final
Exam” was suggested in the workshop, and he adopted it.) fegsor, bitter about the attitudes and be-
haviour of some of his first year calculus students, sets @&+optfess-impossible final examination (with a
twist that is not revealed until the end of the story). Theicd®f calculus as the subject is not coinciden-
tal: outsiders see calculus as obscure and difficult; thasgliar with it know its high potential for tricky
guestions.

Florin Diacu presented a chapter on his book-in-progregbertheory of votingRandom Democracy
How fair is our voting system? Are we electing the leaderaniagority wants’Random Democragyresents
examples from everyday life, ranging from sports to pdditiand shows how election procedures influence
the course of history. An exploration of voting systems usedldwide, Random Democracgoncludes
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that all electoral models distort the voters’ message. urartely some methods are better than others. The
author makes the case for proportional representationadstfin particular the single transferable vote),
which—though far from perfect—reflect peoples wishes lbétien other models.

The project Adam Dickinson was working on for BIRS is part dfaok-length poetry manuscript about
plastic and plasticity entitledhe PolymersPolymers are biologically ubiquitous; and plastic, as lucal
and industrial commodity, is similarly omnipresent. Thianks a curious contradictory tension: plastic is
at once banal and futuristic, colloquial and scientific, #yimg substance that is also intimately associated
with our lives—including our thoughts, given that the brsipolymer structure makes possible conceptual
“plasticity.” The origins of plastic, as an industrial mag&t, have extended and continue to extend out of
attempts to mimic or substitute for materials in the natwmild. Dickinson juxtaposes distant and differing
contexts of behaviour and meaning in order to underscorehlms (and repeated units) of unexpected
associations that inform contemporary cultural practares assumptions. His poems employ the discourses
and techniques of polymer science as an alternate way ahigetek “giant molecules” of cultural formations
(memes, styles, ideologies) that might be said to chaiiaettére global plastic of human behaviour.

Phil Holmes read and discussed two new poems (“Minding dnesiness” and “Gaps”) that use mathe-
matical and scientific findings and language to probe thenlznadl how it creates the mind, i.e., our notion of
ourselves. In the latter an exact mathematical constnuci@ Cantor set serves as a metaphor for gaps, or
absences, of memories that constitutes our sense of sedflsbl@resented a translation of a Hungarian poem
for children that plays on a single rhyme repeated with mirasrations throughout, to illustrate difficulties
in preserving both meaning and form in translation of paéttgre generally, he is interested in parallels and
differences between the relations between form and cointessience and literature.

Gizem Karaali presented an alternative genesis tale, &fmrable of how the universe got started and
how its creator, the nameless goddess who is the main prutagd the piece, got into mathematics. The
story line follows her development into a mathematiciaonfter point of view, as she meets new challenges
and learns to resolve them in satisfactory ways. She createans on a whim but theniis irrevocably changed
by her interactions with them. In particular it is her intetfans with the human mathematicians that transform
her most. The story follows the nameless goddess in her énebunters with various mathematicians as
they tackle issues of mathematical concern, and see hetualigrbecome more and more enthralled with
mathematics itself.

Joseph Mazur’'s manuscript was an exercise in mixing gertesisually writes nonfiction. In this piece,
however, he crosses the boundaries, blending narrativieemmatics with fiction. Poincaré returns to Paris
after a 99-year absence, marveling at the changed way o#lifé explaining, to his fellow denizens of the
Academie the recent solution of his conjecture. In thisyskdazur explores good and bad aspects of change
and progress in human thought and seeks bridges betweantdisinerations.

Siobhan Roberts read an excerpt from the first chapter ofdréndoming biography of the Princeton
University mathematician John Horton Conway. The workitlg ts Making a Game of Lifeand the book
will be published by Walker & Company/Bloomsbury USA cird@12. In the introductory chapter she seeks
to draw the reader into the story and establish the style aod pf her narrative. The chapter revolves around
Conway’s Free Will Theorem, a motley combination of geomebdhysics and philosophy. This theorem
serves as a leitmotif throughout the biography.

Mari-Lou Rowley’s work as a poet has been inspired by sciemzkthe researchers she has interviewed
in her science writing career. As the most abstract of aliremés, she finds mathematics the ultimate chal-
lenge to write about, both journalistically and creativefier current manuscripjumenRologyis based on
mathematics and mathematicians; at the workshop, she sadghke from experts. The result, as she claims,
“was a true interdisciplinary confluence—the poetry of sceand the science of poetry.”

Marjorie Senechal presented a 7-page account from thetsicidnography she is writing about Dorothy
Wrinch (1894-1976), a controversial mathematician/@ufher/protein-chemist/crystallographer. A student
of Bertrand Russell, Wrinch was the first woman to receiveScDfrom Oxford. (Fittingly, Senechal’s book
will be published by Oxford University Press.) Wrinch’s geetrical model for protein structure (the first
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ever) catalyzed research in the 1930s on both sides of tlatd! But “mathematical biology” had yet to be
coined, and she herself was pushed out of the field. The ca@Byis still discussed by chemists today with
much heat but little light. (True, she was her own worst endmy so were they all.) To shed real light on
this story, Senechal walks in Wrinch’s footsteps as well@sdwn. The 40 papers in applied mathematics
and scientific method Wrinch wrote before turning to prageshow where she was coming from. Senechal’s
presentation dealt with Wrinch'’s fascination with repegipatterns, and the thread of the story was structured
as a repeating pattern.

Vladimir Tasic presented an excerpt from a book he is wrisihgut the French philosopher Alain Badiou.
Many consider Badiou to be the greatest living philosopheFiiance; others think he spouts nonsense.
All agree, however, that mathematics plays a central rolkisnwork. He relies on nontrivial results of
mathematical logic and category theory; his understanafisgphisticated mathematics and his emphasis on
what he calls “mathematical truth-procedures” make himriyran contemporary philosophy. At the same
time, his system places equal importance on art, espegia#yry, and he is rebuilding the common ground
that has been damaged by the so-called science wars. Thtisgvarbook about him is a multidisciplinary
project, which poses the usual problem of boundaries betwseiplines.

As a theatre practitioner who plays with mathematical amehgific principles as metaphors in her drama
work and teaching, Dragana Varagic presented a play in pssgabout Mileva Einstein, Albert Eistein’s
first wife and the mother of his two sons. The play includesagd#om Solomon Marcus’s book “Poetica
Matematica,” originally published in Romanian, the tratisin of Albrecht Folsing’s “Albert Einstein,” some
material on neurolinguistics, and an ecological model fiopde interactions between populations. Varagic
keeps a Greek tragedy structure for her piece, but breaksofelian time-space principles, and plays freely
with the theatrical notions of time and space.

Breaking Barriers

One highlight of the workshop was a public reading and parsgiugsion, on the evening of May 5, 2010
at the TransCanada PipeLines Pavilion, caBedaking Barriers: Writers, Scientists, and Mathematisa
in Conversation The auditorium was packed, and an internal TV system wadate® accommodate the
overflow.

The event, a collaboration between our workshop and thedrifeArts Programme (LAP) at the Banff
Centre, consisted of two parts: (1) readings by Don McKayR)ASiobhan Roberts, and Adam Dickinson
and (2) a panel discussion among Joseph Mazur, Don Mckay)[Hip Holmes, Stephanie Bolster (LAP),
and Elena Johnson (LAP). Steven Ross Smith, the directdreoLiterary Arts Programme, posed general
guestions and moderated the discussion:

e where do science and literature meet and what are we tryibhgeik?

e are the barriers real?

e do the different languages of mathematics and literatugaterbarriers or provide opportunity?

e is the resultant collaboration or cross-disciplinary Ky creating something else?

At the end, the panel took questions from the floor.

To our pleasant surprise, no one on the panel or in the auglieeleved there are any barriers at all.
Instead, the questions and answers explored the wide apdeletons between C.P. Snow’s supposed “two
cultures” and encouraged participants in our workshop hadanff Literary Arts program to keep up their
good work.

The success of this event prompted the group of writergsidence at the Banff Centre to invite all BIRS
participants to an impromptu reading in their lounge on téxet evening. About 20 people from both groups
read 5-minute excerpts from their published pieces or worogress. Lively group discussions followed
the readings.
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Conclusions

When the first BIRS creative writing workshop was held, in 200riting (plays, poems, fiction, nonfiction)
about mathematics was rare. Today, just seven years anaviylishops later, mathematics is becoming a
popular theme in literature and on the stage. By encourapetfpjematicians in their creative writing, and
professional writers to adopt mathematical themes, BIRffaiging a catalytic role to influence this growth.
The location of BIRS at the Banff Centre also allows a richtexwe of ideas between professional writers-
in-residence and BIRS patrticipants in the creative writimgkshops.

The 4th BIRS workshop doEreative Writing in Mathematics and Scienoet only succeeded to achieve
its goals, but also exceeded the expectations. We believe th enough material sprouting from this event
to plan a new anthology of mathematical writing. One puldidias contacted us already.

We would like to use this opportunity to thank BIRS for the elkent working conditions provided before
and during the meeting, for its continuous support, of whighhope to further benefit in the future towards
making mathematics understood and appreciated by theajgndslic.

Marjorie Senechal and Florin Diacu
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Functional Data Analysis: Future
Directions (10w5027)

May 02 - May 07, 2010

Organizer(s): Jason Nielsen (Carleton University), Jim Ramsay (McGilivgrsity), Jiguo
Cao (Simon Fraser University), Fang Yao (University of Tun)

Overview of the Field

Functional data analysis concerns data providing infoilonatbout curves, surfaces or anything else varying
over a continuum. The continuum is often time, but may alssgatial location, wavelength, probability and
etc.

The data may be so accurate that error can be ignored, mayjeetsto substantial measurement error,
or even have a complex indirect relationship to the curvettiey define. For example, measurements of the
heights of children over a wide range of ages have an erret$evsmall as to be ignorable for many purposes,
but daily records of precipitation at a weather station argagiable as to require careful and sophisticated
analyses in order to extract something like a mean pretiitaurve.

However these curves are estimated, it is the assumptidrthteg are intrinsically smooth that often
defines a functional data analysis. In particular, funclaata analyses often make use of the informationin
the slopes and curvatures of curves, as reflected in theiradiges. Plots of first and second derivatives, or
plots of second derivative values as functions of first dgiie values, may reveal important aspects of the
processes generating the data. As a consequence, cumatésti methods designed to yield good derivative
estimates can play a critical role in functional data arialyRegularization is routinely employed to ensure
smoothness in a derivative of a specified order, and alsoantdy fidelity to a differential equation that may
explain a substantial amount of the shape of the curve oaceirf

Models for functional data and methods for their analysig negemble those for conventional multivari-
ate data, including linear and nonlinear regression mogeiscipal components analysis, cluster analysis
and most others. But the possibility of using derivative@mtfation greatly extends the power of these meth-
ods, and also leads to functional models defined by diff@baguations or dynamic systems, or other types
of functional equations.

It has been clear from the beginning that curves and surfasekata exhibit both phase and amplitude
variation, where phase variation refers to the locationhendontinuous substrate of salient features in the
curves. The first clear example of this was the temporal tranian the age of puberty in human growth

159



160 Five-day Workshop Reports

curves, but subsequently phase variation became evidenainy if not most samples of functional data.

This has posed severe problems for the use of common désgergtatistics adapted to functional data,

such as cross-sectional means, variances and correlaéisivgell as tools like principal components and

regression analysis; all of which are designed to descrilyeamplitude variation. This bi—stochastic nature

of functional data has since been recognized in many otlearchies of statistics, such as image analysis,
shape analysis and tree-structured models.

The term “functional data analysis” was first used by [6], tinst monograph was [3], and this was
followed by [4] and [5]. [2] has subsequently appeared, amdimber of other books are known to be in
preparation.

As the workshop title indicates, the focus was less on sumgegurrent and past research, and more on
taking stock of where we've come, and then looking forwar@ndicipate the problems that we hope will
inspire research in the coming years. We tried to dividernkigges to the workshop roughly evenly between
the more senior members in the field who have already done naudkfine what FDA is today, and the
young researchers with the potential to take this field to pawes.

BIRS has moved this year to funding half workshops as welhasisual full workshop involving about
40 participants. We, as a half workshop, shared the fagliith another group over the Monday to Friday
period of May 3 to 7. Our partner workshop was on Creative Mgitn Mathematics and Science, and it
would have been hard to choose a companion topic of more tenpoe to the development of statistics. A
number of us attended the Thursday evening session of tlee whrkshop, and there was discussion of a
more systematic interaction in the future.

Subtracting Wednesday afternoon, which by sacred tradigigiven over to exploring the Rocky Moun-
tains, this gave us nine morning/afternoon sessions othigubree hours each, allowing for break time. We
divided each of these in two, making 18 sessions of 1.5 hoarh.eThis format gave us the opportunity
to devote much more of the workshop to free unstructuredaxgbs than is typically the case, as well as
making it possible for each of us to present our own work aratharge thoughts on the future of FDA. The
amount and quality of the exchange was considered in ourdiradliation to be perhaps the most important
outcome of the week.

Recent Developments and Open Problems

We structured the week into themes:
e Random functions and inference and prediction
e Software, computational, numerical analysis and puhticassues
e Estimating covariance structure, principal componen#dyeis and functional variance components
e Statistical dynamics, both deterministic and stochastic
e Extension to spatial, spatial/temporal and other multetisional domains
e Joint variation in amplitude and phase, the use of tensonoaist
e Functional linear models, and input/output systems in gene
e Native and observed coordinate and frame systems
e Applications

We also called attention to the forthcoming SAMSI Progranth@Analysis of Object Oriented Data that
aims to link functional data analysis, dynamic systemspslamalysis, image analysis and the analysis of tree-
structured and other strongly non-Euclidean data. Seg/atpwy.samsi.info/programs/2010aoodprogram.shtml
for more information.
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Presentation Highlights

One of us (Ramsay) offered the following reflections.

When Bernard Silverman and | met in 1992 to write our first hoe& knew a number of things. Our
perspective on this emerging area would quickly be seencasaoow. But a useful treatment of a restricted
range of topics seemed much preferable to a scattered anrdaiiszed account of everything that might come
to mind. Keeping the math simple seemed paramount in ordmatamize access to FDA methodology by
researchers with data to analyze. Although we did take difumad analytic approach in our own discussions,
we knew the danger of even using the term “functional” in title bf the book, and we have heard so
many times since that something deserving that qualifiet swrely be too deep for ordinary people. As a
consequence, we sacrificed depth in both mathematical atistisal terms to accessibility. The subsequent
literature has done a fine job of providing much that we migitehincluded and could not have provided
due to our own limitations. Some advance was made in the 28iibre, but much remains to be done.

But the workshop stretched the meaning of FDA far beyond welither of us could have envisaged,
and Steve Marron’s opening talk on object oriented datayaisalvas a tour de force of scene-setting in
this sense. We learned from both Steve and Hans-Georg Mbtii¢ both the domains of functional data
models and their range in some function space can have aatthsifucture induced by a finite dimensional
coordinate or chart system, which may or may not be locat,4pans the actual variation in either of these
spaces. This point was emphasized further by a number oftafiphs as well as by the excellent discussion
of the implications of “phase variation” and of the naturexdtinctional “feature”.

The use of a dynamic system, either as a regularizer of adiiglensional model, or as a model in its
own right, also induces a manifold structure into the fumttspace where the data are modeled. Both the
null space of the associated differential operator and #n@tion in that null space induced by varying the
parameters of the system seem important new aspects thaedam consider further. In addition to Hans-
Georg's talk, that of Laura Sangalli also addressed diy¢l# issue of how to estimate a manifold in model
space. How do we estimate a space curve when there is no dawalable except arc length, which of
course only is defined by the estimate itself? And this in tres@nce of noisy data? The talk by Jianhua
Huang on estimating the variation in boundaries of paiellso seemed to fit into this manifold-structured
data and model context.

Not nearly enough discussion was possible of extendingah®ath of functional data and models beyond
one dimension to data distributed over space, space/timdegther multidimensional continua; but this seems
surely a big topic for the time that we had available. We needlaer workshop on this alone, and a number
of us are poised to extend FDA into spatial data analysisem#xt couple of years.

But even in one-dimensional domains, we had a good deal dfiludiscussion of alternative measures
of time that would be more appropriate to the data. Surjit'Rpyesentation of the landsat data especially
highlighted this issue. Debashis Paul’s talk posed thetgpresf how to work with intervals whose initial
or final values are not known. It was recognized, too, thattional data often come as single or a small
set of long series of observations having layers of strectather than as largish samples of "independent”
functional observations, and that methods assuming egjaits, such as principal components analysis, need
revisiting within this context. Simon Bonner’s talk furthdeveloped this issue.

Bernard and | certainly did not appreciate how central teaésof the “right” coordinate system would
become in FDA. Our first inkling of this was the appreciatidntlte need to estimate “system” time as
opposed to clock time as a substrate for growth and weathar tkevertheless, we too often used off-the-
rack coordinate systems, such as orthogonal Cartesiadioates for the handwriting and juggling data or
latitude and longitude for spatial data, even when the demselves clearly suggested better coordinate
axes. Steve's “M-reps” as a boundary-defining method wepeaally striking. Diffusion-tensor imaging is
also a recent approach to defining “intrinsic” coordinatesbmplex functional data. Triangulation methods
using obvious feature-defined locations or cluster ceseems really natural in higher-dimensional settings.

It was inevitable that such a fascinating collection of ddigects would inspire many comments on better
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ways to do functional data analysis. | can’t do much bettantisting a few of my favorites in point form.

e Neglecting auto-correlation over time or spatial covaoiats a dangerous business, and that we did so
little about this in both our books and in our software padsaig embarrassing. This seems easy to
correct, and we have to get at it.

e Methods like principal components analysis are essept&dploratory, and known components of
variation such as mean effects, influences of obvious cateriike latitude and so forth, ought to be
removed before using PCA and CCA on the residual structutfeer@ise we risk, or even will surely,
mask interesting variation by using PCA to do the job thajgmiions and regression methods were
meant to do.

e We have to be careful with terminology. “Mean”, “variancaidaso forth are tightly tied to Hilbert
space structures, and will mislead our collaborators whemmodels and analyses go beyond these
frameworks. Marc Genton'’s talk on displaying curve vadatby functional box plots and Ilvan Miz-
era’s use of quantile regression seem just what we needsirgard. Finding better terminology might
involve collaboration with the creative writing team thhased the BIRS facility with us.

e The issue of adding noise to models comes up every time | badktedynamic systems. You all know
now that this confuses me. | thought models were supposeathfiify the information in data, rather
than simulating their complexity. Perhaps everyone shpusdgive up on me.

e Outliers are a fact of life, and Liangliang Wang offered saadiosonde data that sure drove this point
home, along with lvan’s emphasis on L1 based methodologyn&¥el to improve our capacity to deal
with this in the FDA toolbox.

I dove into the business of setting up an object-oriented EBffware package, first in Matlab and later in
S-PLUS and R, with an enthusiasm that only can come with lgavinidea what one is getting into. Bernard
warned me, but | refused to listen. Now | know, but at leastrl say that people like Spencer Graves have
come to my rescue in my worst moments, as well as those whewnotimerable emails suggests corrections
to errors and needed extensions.

Jason Nielsen'’s talk provided an exceptional overview effibsitives and negatives of R and Matlab as
software environments. He helped us all to understand wisysR slow, and how much faster it would run if
it could be compiled. | can only say that we should all do a bfuad-raising to give him the time he needs
to finish his R compiler.

I've already mentioned tensor analysis as an essentialaale get into manifolds and other aspects
of differential geometry. How can we help our statistical@agues to acquire this expertise with minimal
effort? This is a question that has an analogue with respelgtrtamic systems modeling. I've also mentioned
the need to expand the FDA software to permit the modelingitif-aand spatial correlation, a simple task, it
would seem.

Spatial and space-time FDA will require a rather more serieffiort, but experience shows that there
is no way around this task; if software is not readily avdaalthey won't use it. In this respect, we seem
stuck with the R environment for a long time to come. Basiscfiom tools were commented on directly
or indirectly many times. The use of what are called “empiriazrthogonal functions” or “EOF's” in the
physical science literature, but principal componentshgyrest of us, is now standard practice; and in my
view a little too standard since it risks throwing away iet&ing variation. But it's here to stay and I'm
extending the packages to allow for bases to be defined byfeigetions specifically and any functional data
object in general. Also needed is the capacity to combinesh@s —, andx operators essentially) to allow
for multilevel variation and other things. Jiguo and | [1fexfsome tips in our paper on functional linear
mixed modeling in the issue of JASA that has just appearetittas will be in the next package releases. Not
mentioned at the workshop but too important to omit hereesféiet that Giles Hooker and a couple friends
have released an R package CollocInfer for dynamic syststimation along with a long manual.
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Chunming Zhang was almost alone in considering the issuefefance for functional data, but in the
balance this seems less surprising now than it did a coupleeeks ago. Inference is based on probability,
and dare to question whether what is taught these days ise€®on the subject will ever be of much help in
this high-dimensional context. Perhaps probability thyesjust low dimensional by its nature. How good it
would be to be proven wrong about this!

Scientific Progress Made

Although the workshop could only bring together a small dethe rapidly expanding community of re-
searchers and practitioners involved in functional datyesis, it did gather those who were exceptionally
effective communicators and facilitators of discussiospé&cially appreciated was the facilitation of involve-
ment by new researchers in the discussion and the affirmetithveir already significant achievements. The
community development contribution of the workshop waséfare exceptional.

Outcome of the Meeting

The workshop will have a substantial impact on the SAMSI yleag project Analysis of Object Oriented
Data. Many of the participants will also be involved in theeapng SAMSI workshop in Sept. 12-15, 2010,
and later on as organizers and researchers in residence.

The potential role of differential geometry in further deymments in this field seemed obvious, and to
suggest some hard work helping our colleagues to mastes sogh as tensor analysis. It was hoped that
future workshops will bring together applied and pure matatcians as well as statisticians in order to
reflect in more depth on this theme.

The BIRS facility cannot be beat for its ambiance, which eesulelightful, leisurely and thoughtful dis-
cussion on a wide range of topics by participants coming taraa from many scientific domains. We par-
ticularly appreciated the warm hospitality and constatetrdion to supporting our work by Brenda Williams
and her colleagues that were on site. The dining facilitteBIRS seemed like a week-long banquet, and
the proximity of Banff town and Park, with their many oppoanities for relaxation and exercise, contributed
abundantly to the success of the workshop.
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Chapter 18

Inverse Transport Theory and
Tomography (10w5063)

May 16 - May 21, 2010

Organizer(s): Plamen Stefanov (Purdue University), Guillaume Bal (CdiarUniver-
sity), Gunther Uhimann (University of Washington)

Activity Report

This workshop brought together experts in inverse problestis interest in the broadly defined field of
transport theory. The workshop balanced research in tliearand computational inverse transport and in
experimental atmospheric science and biomedical imagitiyfaur speakers (and a few more in the audi-
ence) coming from the Engineering and Applied Science conities and the rest of the speakers coming
from the applied analysis and applied mathematics comiesniBome of the main objectives of this work-
shop was to provide a cohesive summary of the very activarelsectivities performed over the past five
years in the field of inverse problems and to identify potratieas of research where collaborations between
mathematicians and engineers and both necessary andilfruitf

Integral geometry

Inverse transport theory may be separated broadly into &tegories. The first category involves propagation
in the absence of scattering and is closely related to thadbfield of integral geometry. An important
problem consists of inverting attenuated ray transformghas appear in, e.g., medical and geophysical
imaging. Mikko Salo presented recently obtained uniqueresults with Gunther Uhlmann for the attenuated
geodesic ray transform of functions and 1-forms on simpl&&nannian manifolds with an arbitrary known
absorption coefficient. The approach is constructive, ds we

Alexandre Bukhgeim considered the problem of the recoostmu of both the source term and the ab-
sorption coefficient in Euclidean geometry using the todla-@nalytic functions that he and collaborators
had introduced in the past. This remains an open problem.

Nick Hoell (graduate student) showed explicit reconstarctormulas for the attenuated integral of func-
tions along the integrals of specific vector fields in the wi@tategory, whereby generalizing earlier results
obtained for the hyperbolic geometry.
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Sean Holman analyzed the problem of polarization tomographa Riemannian manifold and general-
ized to this setting results of generic reconstructions wWexe obtained by, e.g., Stefanov and Uhimann, in
the setting of the reconstruction of functions from theiodesic ray transform.

Discretization aspects

The above formulas apply in the presence of a continuum @f. déte practical problem of reconstructions
with sparse and limited data was considered by Matti Laddizgpresentation analyzes the interplay between
noise and discretization effects and which numerical élgas should be used to perform inversions in X-
ray tomography and more generally in all linear inverse fmais of the formm = Af + e with e random
noise.

In the presence of extremely noisy data as they appear in,detection of low emission radioactive
sources, detailed statistical models need to be introdueeter Kuchment reported on recent results in the
reconstruction of sources whose intensity can be as weakeapart in a thousand of the noise level.

Inverse transport theory

Many important recent results were reported in inversesart theory when scattering is taken into ac-
count. From the theoretical viewpoint, Alexandru Tamasas@nted joint results with McDowall and Ste-
fanov about full characterizations of non-uniqueness ggaeguivalence) results in transport theory when
the absorption coefficient depends on the velocity varjallth important applications for reconstructions
in anisotropic media. A notable result is that the recomsion of anisotropic absorption coefficients can be
made stable on the support of the scattering coefficient ahdlsewhere.

Alexandre Jollivet reviewed recent stability analysesmverse transport reconstructions in the differ-
ent regimes that appear in applications. Which coefficiemy be reconstructed from available data and
with which stability properties strongly depends on theilatde measurements, for instance whether time-
dependent measurements or angularly resolved measueanersccessible.

Vadim Markel presented explicit reconstructions formuldeen only single scattering is taken into ac-
count. Neglecting multiple scattering allows one to obtable and explicit reconstructions of the scattering
and absorption coefficients in geometries of practicarege

Numerical aspects of inverse transport

Several presentations reported on recent results in thercethsimulations of forward and inverse transport
problems. Although many numerical methods have been peabiassolve transport equations, the solution
of inverse transport problems requires specific treatmAantovel forward transport solver based on a few
multigrid method with optical molecular imaging applicats was presented by Hongkai Zhao.

Nonlinear kinetic models also find important applicatiofsnverse transport theory. The reconstruc-
tion of doping profiles in semi-conductors may be accuratelscribed by a Boltzmann-Poisson system of
equations. Heuristic arguments then show that the reagriiin of the doping profile is a severely ill-posed
problem. Numerical algorithms presented by Kui Ren showliimited of practically useful information can
nonetheless be reconstructed from available measuremiecusrent-voltage curves. Moreover, these stud-
ies show that less accurate forward descriptions than tltzrBann-Poisson system such as drift-diffusion
models fail to adequately reconstruct this information.

Stability of inverse transport problems as they appear liiv8ts talk comes from the fact that singular-
ities in the object we wish to reconstruct propagate to ttelavle data. In transport, such singularities are
singularities in the angular and spatial variables. It ipriously difficulty to capture such singularities nu-
merically. Based on a spectrally accurate algorithm totead@mains of interest, Francois Monard (graduate
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students) presented a new discretization of the transpost®n that allows one to accurately capture all
relevant transport singularities and obtain stable nurakreconstructions of the optical parameters in cases
of limited amounts of scattering.

Deterministic numerical transport solutions are expenaivd have difficulties handling complex geome-
tries. Many solvers have thus been developed to use thelgtiskia representation of transport solutions and
devise Monte-Carlo statistical algorithms. The main difitig with such algorithms is their sometimes large
variance, which results in expensive numerical simulaittncombat statistical noise. lan Langmore pre-
sented recent results of variance reduction techniquesimasdeterministic adjoint calculations and showed
how variance could be significantly reduced in numericalutations of transport equations as they arise,
e.g., in remote sensing.

Large scattering limits and diffusion models

In many applications of forward and inverse transport, taagport mean free path (the main distance be-
tween successive interactions of the particles with thestlgithg medium) is so small that more macroscopic
models such as the diffusion equation are more approp&aecral presentations were devoted to the theo-
retical and numerical analysis of inverse diffusion prafse A major drawback of inverse diffusion problems
of course is their severe ill-posedness. In order to stbttie reconstructions, either more data need to be
acquired or prior information needs to be included. PedroZatez presented recent results where diffuse
optical tomography (an inverse diffusion problem) can heawghat stabilized by the acquisition of spectral
data, since the absorption and scattering coefficientsfeatiffierently as a function of the color (wavelength)
of the probing light. His talk gave numerical evidence thmectral information allows us to better distinguish
between healthy and non-healthy tissues.

Arnold Kim introduced prior information by assuming a simlvo-layer half space geometry of the
problem and by reconstructing point-like absorbers fromratary measurements of back-scattered light.
Such formulations are useful to devise at which stage calexalopment can be detected in epithelial tissues.

Tanja Tarvainen presented the Bayesian method as a versatilstical mean to introduce prior informa-
tion into the reconstructions. The framework was then useddorporate pre-computed errors between the
accurate transport model of photon propagation in optaalography and its diffusion approximation. The
methodology allows one to obtain reconstructions with tbeueacy of the transport solution at the cost of
the much less expensive diffusion model.

Gen Nakamura considered the framework of time-dependeasunements to mitigate the ill-posedness
of diffuse optical tomography and in applications of hedfiudion. He presented theoretical and numerical
evidence of improvements of reconstructions in this sgttin

Theoretical results in connected areas

We have seen that the transport of particles was often mddelmg kinetic equations or their diffusive
limits. Similar equations are used to model many fields ofiadscience and share similar difficulties as far
as inverse problems are concerned.

One such problem is the inverse spectral problem for wetghtgplacians on Riemannian manifolds
with singularities in one of its dimensions leading to n-indnsional Riemannian orbifolds. Using the
Gromov-Hausdorff metric that is adapted to the reconstvnaf geometric objects (defined independent of
re-parameterization), Yaroslav Kurylev presented resufistability of the reconstruction of the geometry of
such Riemannian manifolds from boundary spectral infoionat

We have already mentioned that inverse diffusion probleraseveeverely ill-posed. It turns out that
singular diffusion tensors may sometimes not be visiblenflautside measurements, with applications in
the cloaking of objects. Since invisibility requires thateoconstructs un-physical singular conductivities,
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there has been a lot of recent activity to try and understamddccurate cloaking might be for less singular
conductivities as they can be engineered in practice. Homhgy presented recent results on approximate
cloaking when wave propagation is no longer necessary drieguency approximation of diffusion type but
takes the more general form of acoustic and electromagsyttems of equations.

Such systems of equations are more difficult to analyze matieally if only because the standard
complex geometric solutions of the forefi* with p a complex vector are much more involved for systems
of equations as they are for scalar equations. Ting Zhowepted results on the use of such complicated
complex geometric optics solutions to reconstruct obstiti a system of Maxwell equations by using the
so-called enclosure method.

Applications of inverse transport in biomedical imaging ard atmospheric
science

Transport of particles finds many applications in medical gaophysical imaging. An important applica-

tion in medical imaging is optical tomography. Several tie¢éical and numerical results presented during
this workshop have been mentioned already. Andreas Hielseported on recent applications of optical
tomography in small animal and human imaging. Optical toraphy is an important modality as the optical

properties of healthy and non-healthy tissues are quiferdiit. Specifically, tumors absorb near infra red
light much more so than healthy tissues and may be charaeteby detailed reconstructions of oxy- and

deoxy-hemoglobin concentrations. The presentationwedeotential strengths and limitations of the prac-
tical implementation of optical tomography and gave exasf applications encountered in clinical and
pre-clinical imaging such as monitoring of tumor growth aagression, effects of anti-angiogenic drugs in
pediatric cancer treatment, breast cancer screening,etadtibn of arthritis.

Transport theory is also important in remote sensing asapiied, e.g., to reconstruct cloud and aerosol
properties in the Earth atmosphere. Quantifying theiragbtproperties remains a hard problem in the global
climate models used, e.g., to understand global warmingprésent, very crude models for the cloud ge-
ometry are used in practical implementation. Anthony Dauis/eyed in this presentation the recent steps
that have been taken toward fully three dimensional atmasptomography and covered the analogies that
can be made between inverse transport in atmospheric igagic in medical imaging. A fully integrated
three dimensional inverse transport setting in atmosph@mography is still very much in the making. Once
the technical challenge and observational resources aterstood, the Earth’s particulate atmosphere may
inspire new applications for advanced methods in inveesesport theory as well as in physics-based tomog-
raphy.

PAT and TAT

As was mentioned several times above, optical tomograptyare generally inverse transport theory in
highly scattering environments is a severely ill-posedf@m. This prevents the method to be used as a stand
alone imaging technique for human beings when millimetesut-millimeter resolution is required. Yet, the
good discrimination properties of optical waves providesraportant diagnostic for the presence of, e.g.,
malign tumors. Ultrasound tomography somehow suffers fopposite defects. Healthy and non-healthy
tissues display very similar sound speeds at least in etafjesumors. In spite of sub-millimeter resolu-
tion capabilities, ultrasounds are therefore difficult & un this context. Several recent imaging modalities
have been proposed recently that aim to combine the goodrdisation properties of light with the high
resolution capabilities of acoustic waves. One such mtydalphoto-acoustic tomography (PAT). A similar
modality combining microwave radiation (to obtain goodcdisiination properties) with acoustic waves (to
obtain good resolution) is called thermo-acoustic tomplya TAT).
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Several experts on PAT, TAT, and ultrasound tomographyemtesl their recent research at the work-
shop. Lihong Wang is a pioneer in the experimental aspecBAdfand TAT. His group has developed
photo-acoustic imaging technologies for in vivo early-@ardetection and functional imaging by physically
combining non-ionizing electromagnetic and ultrasoniveg The hybrid imaging modality provides rela-
tively deep penetration at high ultrasonic resolution aiettlspeckle-free images with high electromagnetic
contrast. With this technique, optical contrast can be tisegiantify the concentration of total hemoglobin,
the oxygen saturation of hemoglobin, and the concentrationelanin. Melanoma and other tumors have
been imaged in vivo in small animals.

Sarah Patch was a pioneer in the development of reconstnuadjorithms in TAT. Her talk presented the
device used at the university of Wisconsin-Milwaukee td@an TAT experiments and underlined the many
difficulties associated with generating non-resonanttelatagnetic signal excitations.

Reconstructions in photo-acoustics and thermo-acousticde separated into two steps. The first step
consists of reconstructing the amount of absorbed radiatyahe tissues from measurements of ultrasounds
at the boundary of the domain. The latter quantity is, howeadunctional of the optical parameters of
the tissues, which depends on unknown solutions to a pditfatential equation. The second step consists
then of reconstructing the optical parameters from the noanh absorbed radiation. This second step is
called quantitative photo-acoustics. Roger Zemp adddetsée issue and presented results of simultaneous
reconstructions of both the absorption and the scatteedficients from knowledge of absorbed radiation
corresponding to several illuminations of the sample. Qitative photo-acoustic is known in some cases to
correspond to a well-posed problem (more precisely verdimill-posed) unlike optical tomography. This
was confirmed by spatially accurate and robust numericah&cuctions.

Most photo-acoustic and thermo-acoustic reconstructigngre acoustic wave absorption. However,
high frequencies are significantly attenuated causingcdiffes to achieve sub-millimeter resolution at a
depth of several centimeters in human tissues. Otmar Sshpreasented recent results on the modeling of
absorption and its impact on thermo-acoustic reconststi Absorption modeling is rendered extremely
complicated by the fact that different frequencies arenatiéed differently. Causality must be preserved,
which generates well-recognized difficulties. The talkailetl a specific attenuation law used in other con-
texts and analyzed its effects on reconstructions in theantustics.

Although radiation transport is an important step in phatoustics, a central step is the reconstruction of
amount of absorbed radiation from measured ultrasoundtheévatically, this takes the form of an inverse
wave problem where the initial condition is sought from bdary measurements. This problem belongs to
the broad family of inverse source problems which can bestdbly time reversion since the wave propagation
solution operator is a unitary operator. Alison Malcolm Igrad the time reversal methodology to address
the underground sequestering of CO2 and determine whella@iges in the underlying medium (such as
cracks) is important or not and possibly reconstruct sueimghs. More specifically, the shape and frequency
of correlations of the coda of multiply scattered waves vexq@oited to obtain localization of such potential
changes.

Where is the field going?

The workshop was successful in bringing together mathemas, applied scientists and engineers who
specialize in the analysis and applications of forward amwerse transport theory. Although many inverse
problems remain to be addressed in this broad field, signifipmactically relevant, theoretical results have
been obtained in recent years. This workshop allowed thecjpents to obtain an up-to-date cross section of
the field. The workshop also presented several applicatibimverse transport as they are studied in the ap-
plied sciences and engineering disciplines. This gengdiseussions between the communities represented
at the workshop, which was an important organizationalahje.

The workshop also helped identify some areas in which madiieal analysis may very well be useful for
practitioners. Let us give one such example in the field otghand thermo-acoustics. Although the wave
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inversion problem is well understood for propagation in sthty varying media with sufficient information
at the domain’s boundary, significant difficulties arise witge refractive effects of, e.g., the skull are taken
into account. Understanding this problem is one of the majadblocks to brain imaging using thermo-
acoustic tomography.

The problem of simultaneously recovery of the absorptiath the source in the attenuated X-ray trans-
form remains a challenging open theoretical problem.

Participants

Arridge, Simon (University College London)

Bal, Guillaume (Columbia University)

Boman, Jan(Stockholm University)

Bukhgeim, Alexander (Wichita State University)
Choi, Daeshik(University of Washington)
Courdurier, Matias (Columbia University)

Davis, Anthony (Jet Propulsion Laboratory)

de Gournay, Frederic (universite de versailles)
Gonzalez-Rodriguez, PedrqUniversity of Carlos Ill de Madrid)
Greenleaf, Allan (University of Rochester)
Hielscher, Andreas(Columbia University)

Hoell, Nicholas(Columbia University)

Holman, Sean(Purdue University)

Isaacson, David(Rensselaer Polytechnic Institute)
Jollivet, Alexandre (Columbia University)

Kim, Arnold (University of California, Merced)
Kuchment, Peter (Texas A&M University)

Kurylev, Yaroslav (University College London)
Langmore, lan (Columbia University)

Lassas, Matti(University of Helsinki)

Liu, Hongyu (University of Washington)

Malcolm, Alison (Massachusetts Institute of Technology)
Markel, Vadim (University of Pennsylvania)
Monard, Francois (Columbia University)
Nachman, Adrian (University of Toronto)
Nakamura, Gen (Hokkaido University)

Patch, Sarah(UW Milwaukee)

Ren, Kui (University of Texas at Austin)

Salo, Mikko (University of Helsinki)

Scherzer, Otmar (University of Vienna)

Schotland, John(University of Pennsylvania)
Stefanov, Plamen(Purdue University)

Tamasan, Alexandru(University of Central Florida)
Tarvainen, Tanja (University of Kuopio)

Uhlmann, Gunther (University of Washington)
Wang, Lihong (Washington University - St Louis)
Zemp, Roger(University of Alberta)

Zhao, Hongkai (University of California, Irvine)
Zhou, Ting (University of Washington)



Chapter 19

Self-Assembly of Block Copolymers:
Theoretical Models and Mathematical
Challenges (10w5105)

May 23 - May 28, 2010

Organizer(s): Rustum Choksi (Simon Fraser University), Yasumasa Nish{tiokkaido
University), An-Chang Shi (McMaster University)

Overview of the Field

Block copolymers are macromolecules composed of two or rmloeenically distinct polymer chains linked
together by covalent bonds. The thermodynamical incorbliiéti between the different sub-chains drives
the system to phase separate. However the covalent bondsdrethe different sub-chains prevent phase
separation at a macroscopic length scale. As a result oé tiwes competing trends, block copolymers un-
dergo phase separation at a nanometer length scale, le@adargamazingly rich array of nanostructures.
These structures present tremendous potentials for téadinal application because they allow for the syn-
thesis of materials with tailored mechanical, electricad ahemical properties (see [1, 8, 11]).

The main challenge of block copolymer self-assembly is tecdbe and predict the possible nanos-
tructures for a given set of molecular parameters such apdlyener architecture and monomer-monomer
interactions. Searching different nanostructures andtcocting phase diagrams for block copolymers have
been very active research areas in soft matter physicsvimgophysicists, chemists and materials scientists.
Due to the virtually endless possibilities of block copobmarchitectures, the phase space of the possible
nanostructures is formidably large. Therefore theory amadilation are indispensable in the study of block
copolymer self-assembly. In particular, theoretical lssprovide crucial understanding of the formation
mechanism of these nanostructures, as well as useful grédarthe synthesis of block copolymers for par-
ticular complex nanostructures.

Most of the theoretical studies of block copolymers are dasea framework termed the self-consistent

field theory (SCFT) [8]. The SCFT of polymers is a field themadtrepresentation of the statistical me-
chanics of polymers. It transforms the formidable task tégnating contributions to the partition function

172



Self-Assembly of Block Copolymers: Theoretical Models atathematical Challenges 173

from many-chain interactions to the computation of the dbation of one polymer in a self-consistent field.
Efforts from the physics and materials science communiiese shown that SCFT is a powerful frame-
work which is capable of describing and predicting the némctures of block copolymers ([8, 14, 21]).
Specifically, the mean-field equations of SCFT are a set dflhigonlinearly and nonlocally coupled equa-
tions, whose solutions can be periodic functions corredjpgto ordered three-dimensional structures. The
challenge is to finding these solutions with@upriori knowledge about the phases, which is equivalent to
finding solutions of a nonlinear and nonlocal optimizatioalgem. Although great progresses on the SCFT
of block copolymers have been made in the last decades, nhafigieges still remain ([8, 14, 10]). From the
perspective of applied mathematics, two of these challkeagethe understanding of the mathematical struc-
ture of the SCFT equations and the development of efficiemtpeation techniques for complex ordered
nanostructures.

To date, most mathematical work has centered on a simpleetieal model of block copolymers, the
Ohta-Kawasaki model. Using an expansion in terms of monateesities, the SCFT of block copolymers
can be approximated by a Landau-type free energy functi@sashown by Leibler [6] in 1980. A varia-
tion of this expansion was proposed by Ohta and Kawasakj [@81ling to a simple theoretical model for
diblock copolymers. As first noted in [17], the Ohta-Kawasakdel gives rise to a nonlocal perturbation
of the ubiquitous Cahn-Hilliard problem which has been teaayator of an immense body of work in ap-
plied math and nonlinear partial differential equatior§)([ However simple, the Ohta-Kawasaki functional
has a tremendously rich mathematical structure, and iscintfi@ natural higher-dimensional analogue of a
functional written down by S. Muller [15] as a toy problemdapture multiple scales. It can also simply be
viewed as a paradigm for pattern formation induced by shwitlang-range interactions. The study of its
rich energy landscape is central to our understanding of@rex and nonlocal variational problems, and it
has lead to new mathematics. Examples include a deep aiwhtatspectral analysis [19]; a novel applica-
tion of modular functions [5]; a rare two-dimensional résilaracterizing certain aspects of the ground state
[16]; fascinating geometric questions on the relationshigtable constant mean curvature surfaces [20]; the
creation of nonlocal extensions to standard second vaniatiequalities involving the mean curvature [6];
the analysis of rich multiscale variational problems [9)wtRermore, it has fostered a very general result on
the inherent periodicity of minimizers in the presence ofgaange interactions [1].

Objectives of the Workshop

Given this rich mathematical progress, it is timely to drde attention of applied mathematicians to the
full self-consistent field theory and other recent develepts in the statistical physics of inhomogeneous
polymers.

The main objective of this workshop is to bring together foz first time two groups of researchers:

1) applied mathematicians with training in the calculus @fiations and nonlinear PDE, scientific com-
puting, applied probability, and with core interests inlgems stemming from the material sciences,
particularly polymeric materials;

2) physicists and engineers at the forefront of equilibrimodels for inhomogeneous polymers, particu-
larly self-assembly of block copolymers, whose work hastestantial mathematical component.

Given the tremendous activities and interests in block yoper structures, it is important and timely to bring

together these two communities, who have, as yet, had anlielil interactions. So far, most mathematical
work on block copolymer phases has centred on the simpliftgd-®awasaki model. These activities have
lead to some rich mathematics and will no doubt continue tdeednathematical work in the future. It is

therefore natural to extend the activities of applied mathtcians to other underlying equilibrium theories
of inhomogeneous polymers. From a scientific point of vidw, field theoretical models such as the SCFT
have had a massive impact in many areas of physics and enigmeélowever these models have largely
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been untouched by applied mathematicians. Given the cormaalinear and nonlocal structure of the
SCFT equations, it is very likely that the SCFT model couladléo some interesting new mathematics.
Furthermore, the substantial computational componeriteitheoretical studies of block copolymers makes
the area ripe for a more mathematical perspective — be itrmsef rigor or in terms of computational
sophistication. For the latter, recent collaborations4Bof applied mathematicians with the Fredrickson
group at UC Santa Barbara have revealed that such intenactian be fruitful. On the other hand, the
materials sciences have proven to be an important soureeloligmns in the modern calculus of variations and
PDE, often provide a guiding force behind the exploratiog@tain classes of nonlinear PDEs and infinite
dimensional, non-convex variational problems [12]. Irstl@spect, exposing mathematicians to widely-used
variational theories in contemporary polymer physics dauily prove beneficial.

Presentation Highlights

The speakers at this workshop represent a wide array of g@ssgs in the study of self-assembly of block
copolymers. Topics include numerical implementation oF$@nd Ohta-Kawasaki density functional the-
ory, methodology to obtain solutions of ordered phases éonmex block copolymers, self-assembly of
block copolymers under confinement, dynamics of strucforahation, as well as the effect of electrostatics.
Among these diverse problems addressed by the speakevsjrafertant topics emerged from them.

The first challenge to the applied mathematics and physiosramity is the development of efficient
methods for the discovery of new ordered phases. Withindh&nt of SCFT, this task corresponds to finding
solutions for a nonlinear and nonlocal optimization profl& he theme of exploring complex ordered phases
of block copolymers are contained in a number of talks, eatity the presentations by Feng Qiu, Friederike
Schmid, Marcus Muller, Weihua Li, Maso Doi, Zhao-Yan Sun &adlos Garcia Cevera. A recent progressin
this area is the development of a generic reciprocal-sp&tkad, as given by Feng Qiu. In this method, the
SCFT theory is formulated in the Fourier space, leading tetafsnonlinear algebraic equations. Feng Qiu
demonstrated that this method can be used to obtain a langleerwof preciously unknown ordered structures
for ABC linear and start triblock copolymers. Another irgsting progress in this area is the development
of more realistic and fast simulation methods for block dgpeers (Marcus Muller, Qiang Wang). Despite
all these progresses, obtaining novel ordered phases fORT $s still a challenging task. The general
theme emerged from the discussions at the workshop is tlmahhination of real-space and reciprocal space
methods presents a possible route for the search of ordeesgp within the content of SCFT.

The second challenge to the applied mathematics and pto@iesunity is the understanding of block
copolymers under confinement. In the talks by Baohui Li, Tosto Kawakatsu, and to some extent Xi-
aogfeng Ren, it has been clearly shown that confinement @@htéean amazingly rich array of ordered
structures, which are not available in the bulk systems.at, fblock copolymers under confined have be-
come an intensively researched area in the past few yeadyimpr physics community. From a theoretical
point of view, confinement leads to extra controlling partarefor the self-assembly of block copolymers,
corresponding to a nonlinear, nonlocal optimization peablithin a finite domain of complex boundary
conditions. So far, most of the novel structures were disoed from simulations. It is desirable to develop
mathematical techniques for the systematic search of eddgnases for the confined system.

The third challenge to the applied mathematics and physiosunity is the study of phase transition
dynamics. A couple of talks have been devoted to this topakd® Ohta and Andrei Zvelindovsky). Phase
ordering dynamics is an extremely important topic but outarstanding of the dynamics is still quite limited.
The two talks presented in the workshop present an effortidysthe phase transition dynamics using an
extension of the SCFT. This approach does give us some iamgariformation about the kinetic pathways
of the order to order phase transitions. The phase trangthways can also be examined by studying the
landscape of the SCFT free energy functional (An-Chang i) e Despite all these progresses, dynamics
of order-to-order phase transitions in soft matter is atithajor challenge to the scientific community.
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A forth challenge lies in an understanding of the SCFT in therg) segregation limit. To this end, there
were two talks (Matsen and Muratov) with similar goals bunptetely different approaches and perspectives.

Besides the above highlights, another important topic fhreatter is the effect of charges on the equi-
librium and dynamic properties of the materials, as represtby Zhen-Gang Wang, Michael Schick and
Chun Liu. The challenge in the charged system is that the dalilc interaction between charged species
is long-range. New ideas and methods are needed for the sfutlgse systems. Charged soft matter is a
rapidly developing research area. It is hoped that this®gan be discussed in future BIRS workshop.

Finally we would like to emphasize there is an importancetexice of the applied mathematicians to
the research in this area, as demonstrated by the large mahtagks from this group of researchers (e.g.
Garcia-Cevera, Glasner, Muratov, Oshita, Ren, Williaris)e interesting observation is that theory of Ohta-
Kawasaki is remarkably successful given its simplicity. #g@ect that the Ohta-Kawasaki framework will
continue to provide a platform for the mathematicians tolgtine self-assembly of ordered phases. Further-
more, we hope that the SCFT framework, given its nonlinedrraomlocal nature, will provide a ground for
the development of some interesting new mathematics.

Conclusions of the Workshop and Future Directions

The workshop was successful on many grounds. Firstly, it benv contacts between applied mathematicians
with physicists and engineers which hopefully will resultfuture collaborations. It also exposed certain
fundamental questions and problems for future study:

e Many issues surrounding the Self-Consistent Mean Fiel@MhCFT) remain unclear:
(i) a rigorous framework and or some justifications/valioias for the approximations used
(i) computational challenges in the strong segregatigimme,

(iii) the exact nature and predictions of the theory in thiersl) segregation limit,
(iv) extensions to dynamics.
To this end, it is hopefully that mathematicians can havergrect.

e Confinement issues are of great contemporary interest (poth the point of view of theory and
synthesis). Restricting the size of the sample to lengtlesa@m the level of the chain length gives rise
to an enormous number of complex structures. There is dadfirdtneed for a geometric classification,
and at the very least, the formation of a catalogue for erpamtally and computationally observed
structures.

e The (perhaps overly) simplified Ohta-Kawasaki theory isagtable successful from a qualitative point
of view. A full analysis of its predictions in 3D near the ord#isorder transition could prove useful.

e Block copolymer thin films are also of significant interestdaomputational tools for solving PDEs
on surfaces will prove useful.

In view of these open problems and the recently developedesdions, a second BIRS workshop could
prove very fruitful.

Talks and Abstracts

Speaker: Masao Doi

Title: Computational Implementation of Ohta-Kawasaki BignFunctional for Block Polymers having Gen-
eral Architecture

Abstract: The Ohta-Kawasaki theory gives a simple expoesiir the free energy of the melt of block
copolymers as a functional of the density distribution affeblocks. Here | will discuss how to generalize
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this theory for the block copolymers of general architegtand how to implement it in computational code.
This talk is based on the work: "Density functional theory lidock copolymer melts and blends”, Takashi
Uneyama and Masao Doi, Macromolecules, 38, 196-205 (2005).

Speaker: Tetsuo Deguchi, Department of Physics, Ochamddm#ersity
Title: Random Knotting and applications to Polymer Physics
Abstract: Recently, topological effects of ring polymees/é attracted much attention in various fields of
science such as physics, biology and chemistry. DNA knatstin proteins, and synthetic ring polymers
have been extensively studied not only theoretically ben axperimentally. Interestingly, their mesoscopic
or macroscopic properties may depend on their topology. tdpelogy of a ring polymer is given by its
knot type, and it does not change under thermal fluctuatiblese the conformations of real ring polymers
in solution are modeled by those of random polygons or salfeing polygons under some topological
constraint.

In this talk, we discuss application of knot invariants te #tatistical mechanics of physical systems of
ring polymers in solution. We first formulate simulation eate making use of knot invariants, and then
systematically evaluate physical quantities of the systémng polymers in solution [1,2,3]. In order to
analyze the simulation data, we introduce so called scaliggments, and derive approximate formulas for
describing the parameter-dependence of some physicalityu@s such a parameter, we often consider the
number of segments, N (in the unit of the Kuhn length).

In particular, we discuss the probability of random knajtand the average size (mean square radius of
gyration) of random polygons with a fixed knot type as furresiof N. We show swelling of ring polymers
due to topological constraints in the theta solution. We &itroduce an effective formula for the distribution
function of the distance between two given segments of agooly

Through some examples we show that simulation using knatiants should be useful in application to
real ring polymers. In fact, the results of the present talk be checked in experiments of polymers near
future. We thus connect the mathematics of knots with pohyhgsics.

[1] T. Deguchi and K. Tsurusaki, Random knots and links argliegtions to polymer physics, in “Lec-
tures at Knots '96, edited by S. Suzuki, (World Scientifiopggipore, 1997) pp. 95-122. [2] M. K. Shi-
mamura and T. Deguchi, Finite-size and asymptotic behsvbthe gyration radius of knotted cylindrical
self-avoiding polygons, Phys. Rev. E 65, 051802 (2002) a@s) [3] M. K. Shimamura and T. Deguchi, On
the mean gyration radius and the radial distribution fuorctf ring polymers with excluded-volume under a
topological constraint, in “Physical and Numerical Model&not Theory, edited by J.A. Calvo, K.C. Millett
and E.J. Rawdon, (World Scientific, Singapore, 2005) pp.-3999.

Speaker: Karl Glasner, Department of Mathematics, Unityeo$ Arizona
Title: The Subcritical Regime of Copolymer Mixtures
Abstract: Most of the attention given to theoretical dgsttwns of BCPs is concerned with supercritical pat-
tern formation, in particular periodic or nearly periodgudibria. In contrast, nontrivial localized equilibria
can also exist over a range of parameters below the pointasfgobeparation. In the abstract theory of pattern
formation (described e.g. by the Swift-Hohenberg equatiois phenomenon has been studied at length. For
A-B copolymer mixtures, these describe localized micediesilayer structures. This talk will discuss recent
advances in understanding the complex bifurcation diagmarocalized equilibria, and their implications
for density functional models of BCPs. Aspects of dynamidkalso be considered, including instabilities
and self-replication phenomenon.

Speaker: Carlos Garcia Cevera, Department of MatheméateSanta Barbara
Title: Numerical advances in Self-Consistent Field Thesinyulations, and applications to block copolymer
lithography.



Self-Assembly of Block Copolymers: Theoretical Models atathematical Challenges 177

Abstract: | will discuss some recent developments in theemigal simulation of self-consistent field theory
(SCFT) for block copolymers. | will focus on the following plcations:

(i) SCFT simulations of block copolymers laterally confine@ square well: Here we explore the conditions
for which self-assembly in laterally confined thin block obgmer films results in tetragonal square arrays
of standing up cylinders. More specifically, we study theilfgpium phase behavior of thin films composed
of a blend of AB block copolymer and A homopolymer lateralgnéined in square wells. By using suitable
homopolymer additives and appropriately sized wells, weeoled square lattices of upright B cylinders that
are not stable in pure AB block copolymer systems. Considetie potential application of such films in
block copolymer lithography, we also conducted numeri€z#$ simulations of the role of line edge rough-
ness at the periphery of the square well on feature defectlatpns. Our results indicate that the tetragonal
ordering observed under square confinement is robust to@naitje of boundary perturbations.

(iiy SCFT simulations of block copolymers on the surface apaere: In this model, we assume that the
composition of the thin block copolymer film is independefthe radial direction. Using this approach we
were able to study the phase separation process, and spigcifie formation of defects in the lamellar and
cylindrical phases, and its dependence on the radius optiers. If time permits, | will discuss recent work
on polymer brushes.

(iif) Numerical Solution of the complex Langevin (CL) eqigats in polymer field theory: | will discussed
some improved time integration schemes for solving theineat, nonlocal stochastic CL equations. These
methods can decrease the computation time required bysoodenagnitude. Further, | will show how the
spatial and temporal multiscale nature of the system caultheeased by the use of Fourier acceleration.

Speaker: Toshihiro Kawakatsu, Department of Physics, Rohmniversity
Title: Self-consistent field theory for polymers under coafnent
Abstract: In the problem of polymer confinement in a narrowitamer, reduction in the entropy of the
chain conformation plays an important role. As a result &f tonformation entropy effect, confined block
copolymers show various complex mesophases such as hetygmrforated lamellar phase (in a thin layer)
or helical domain phase (in a thin cylinder), which are nostadle in 3-dimensional bulk phase. We simulate
the dynamics of phase transitions of such confined systemusing dynamical self-consistent field theory
with which one can take the conformation entropy into actouve also discuss effect of soft confinement
by flexible container as another interesting topic on polycomfinement.

Speaker: Baohui Li, School of Physics, Nankai University
Title: Block Copolymers Under Various Spatial Confinements
Abstract: Block copolymers have attracted increasingr@sieboth scientifically and in view of a grow-
ing number of technological applications because they apaldle of forming different ordered phases at
nanoscopic length scales. Nano-confinement of block copely can be used to produce novel morpholo-
gies with potentially novel applications. The influence ohfinement on the microphase separation and
morphology of block copolymers is also of fundamental iestin polymer science. In a spatially confined
environment, structural frustration, confinement-inalieatropy loss and surface-polymer interactions can
strongly influence the molecular organization. We haveesygtally investigated the self-assembly of di-
block copolymers in various geometric confinements usinghalated annealing simulations. A rich variety
of novel morphologies is obtained, depending on the copelytomponent and the confinement geometry.
The morphological transitions can be understood basedeoddfgree of structural frustration parametrized
by the ratio of the confining size to the characteristic langft the bulk phase. The studies demonstrate
that confined self-assembly of block copolymers provideshaist method to produce nanoscopic structures
which are not accessible in the unconfined state.

Speaker: Weihua Li, Department of Macromolecular ScieRadan University
Title: Applications of real-space SCFT on the study of ssléembly of block copolymers
Abstract: The self-consistent field theory (SCFT) has beergn to be one of the most successful theories
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in the study of self-assembling behaviors of block copolgan&he application of the real-space approach of
SCFT has been broadened by the development of the higheetffzseudo-spectral method. It can be readily
used to study the self-assembly of block copolymers undamgérical confinement and the self-assembly of
complex block copolymers. Though it cannot have free enacgyracy as high as that of reciprocal method,
it can calculate reliable phase diagrams. A few exampletsapplications, including AB diblock copoly-
mers in hanopores, linear multiblock copolymers, and ABE stblock copolymers, are discussed here. A
lot of interesting structures are observed in these bloplolyaner systems, and some of them have been seen
by experiments.

Speaker: Chun Liu, Department of Mathematics, Penn State
Title: Energetic Variational Approaches in the Modelingafic Solutions and lon Channels
Abstract: lon channels are key components in a wide variebjatogical processes. The selectivity of ion
channels is the key to many biological processes. Selgesvin both calcium and sodium channels can be
described by the reduced models, taking into consideratiatielectric coefficient and ion particle sizes,
as well as their very different primary structure and prdéipsr These self-organized systems will be mod-
eled and analyzed with energetic variational approacheg4fA) that were motivated by classical works of
Rayleigh and Onsager. The resulting/derived multiphysiotiscale systems automatically satisfy the Sec-
ond Laws of Thermodynamics and the basic physics that acdvied in the system, such as the microscopic
diffusion, the electrostatics and the macroscopic comsienvof momentum, as well as the physical boundary
conditions. In this talk, | will discuss the some of the rethbiological, physics, chemistry and mathematical
issues arising in this area.

Speaker: Mark Matsen, Department of Mathematics, Unitsec§iReading
Title: The strong-segregation limit of SCFT
Abstract: Helfand’s SCFT for block copolymer melts has twalgtical limits: the weak-segregation regime
described by Leibler's RPA theory and the strong-segregadgime treated by Semenov’s SST calculation.
The validity of the weak-segregation theory is easily dighbd, but all previous attempts have failed to
demonstrate the convergence of the SCFT to the analyticaigsisegregation theory. This raises a question
of whether or not something is missing from the current fdation of SST. We re-address the convergence
by pushing the numerical SCFT calculations to ultra-highgrdes of segregation and by examining finite-
segregation corrections to SST.

Speaker: Marcus Muller, Institut fr Theoretische PhysilogeAugust-Universitt t
Title: Structure formation in block copolymers and polyrbénds
Abstract: Using soft, coarse-grained models we study thetlkis of structure formation in dense, multi-
component polymer liquids. In the first part, | will discukg ttconsequences of soft potentials that naturally
arise from a coarse-graining procedure and allow for anlapesf the coarse-grained interaction centers
(segments). This feature allows to increase the segmesitgemd to model experimental values of the
invariant degree of polymerization resulting in a readigfrength of fluctuations. The softness, however,
does not prevent the bonds to cross each other during theecotitheir motion. The role of non-crossability
on the kinetics of self-assembly is briefly illustrated argligelink model a la Likhtman is employed to mimic
entanglement effects in an effective way.

In the second part, | will discuss how to couple a particle elad a dense, binary polymer melt to a
Ginzburg-Landau description. Coupling the order-paramield, m, of the Ginzburg-Landau description
to the particle model by restraining the composition fluttares of the particle model, we can calculate the
chemical potential fieldinu, that corresponds to the order-parameter field, This information allows to
reconstruct the underlying free-energy functional of thiezBurg-Landau description. We use a simple trial
form of the free-energy functional containing a small nuntfegparameters — i.e., the Flory-Huggins param-
eter and the coefficient in front of the square gradient teramd determine these free parameters from a
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short simulation of the coupled system. Then, we use theasanpeterized Ginzburg-Landau description to
propagate the order-parameter field in time and couple thelgabased model to the new order-parameter
field configuration. The strong coupling makes the partidsed model quickly adapt to the new and
the simulation cycle commences again. The advantagesstdimputational technique are two-fold: (i) it
provides an approximation for the free-energy functiooatlie Ginzburg-Landau description of the particle
model and (ii) the coupling speeds up the simulation of thiéigle-based system. The latter effect is related
to the scale separation between the strong bonded foregslithate the time step in the particle model, and
the weak non-bonded forces, that drive the structure foomat

Speaker: Cyrill Muratov, Department of Mathematical Sces) NJIT
Title: Droplet phases in compositionally asymmetric ddd@opolymer melts in two dimensions
Abstract: In this talk, | will discuss the energetics of ditk copolymer melts under strong segregation and
high compositional asymmetry, which favor periodic lasaof compact droplets of the minority phase as
energy minimizers. | will begin by identifying the contrition of the lattice geometry to the energy which
is responsible for the lattice selection and show that indimeensions a hexagonal lattice is optimal among
simple lattices. | will then present an analysis of the sanedlpm in the two-dimensional Ohta-Kawasaki
model near the onset of multi-droplet patterns. As a firgi,dtevill show that under suitable scaling the en-
ergy of minimizers becomes asymptotically equal to that sti@p interface energy with screened Coulomb
interaction. | will then show that the minimizers of the @sponding sharp interface energy consist of nearly
identical circular droplets of small size separated bydatigtances. | will finally show that in a suitable limit
these droplets become uniformly distributed throughoeidbmain.

Speaker: Takao Ohta, Department of Physics, Kyoto Uniyersi
Title: Dynamics of gyroid structure in microphase separati
Abstract: We study dynamics of microphase separation itodikcopolymer melts focusing on the double
gyroid structure based on the Cahn-Hilliard type equat@rdcal concentration. The theoretical results by
means of the mode expansion method are given for formatiggroid, structural transitions between gyroid
and other states [1], and the viscoelastic response [2]r8dlespace numerical results for a coexistence state
of gyroid and lamellar structures are also shown [3]. Sontkefelated results obtained by the self-consistent
mean field theory [4] are discussed. Furthermore, we des¢abmation of interconnected structures in
Turing pattern in three dimensions, which is mathematgicalated to the microphase separation problem
[5]. Extension of the theory introducing the variables otifian concentration is also briefly mentioned.

[1] K. Yamada, M. Nonomura and T. Ohta, Kinetics of morphataditransitions in microphase-separated
diblock copolymers, Macromolecules 37, 5762 (2004). [2]TBnate, K. Yamada, J. Vinals, and T. Ohta,
"Structural rheology of microphase separated diblock tgpers”, J. Phys. Soc. Jpn., 77 034802 (2008).
[3] K. Yamada and T. Ohta, "Interface between lamellar anigystructures in diblock copolymer melts”,
J. Phys. Soc. Jpn., 76, 084801 (2007). [4] C. A. Tyler and DM@rse, "Linear elasticity of cubic phases in
block copolymer melts by self-consistemt field theory”, Maoolecules, 36, 3764 (2003). [5] H. Shoji, K.
Yamada, D. Ueyama and T. Ohta, "Turing patterns in three dgioms” Phys. Rev. E 75, 046212 (2007).

Speaker: Yoshihito OSHITA, Okayama University

Title: A rigorous derivation of mean-field models for diblocopolymer melts

Abstract: We study the free boundary problem describingiiwo phase separation of diblock copolymer

melts in the regime that one component has small volumeidrastich that micro phase separation results
in an ensemble of small balls of one component. Mean-fieldetsddr the evolution of a large ensemble of

such spheres have been formally derived in Glasner and C{Rigsica D, 238:12411255, 2009), Helmers

et al. (Netw Heterog Media, 3(3):615632, 2008). It turnstbat on a time scale of the order of the average
volume of the spheres, the evolution is dominated by coargeand subsequent stabilization of the radii of

the spheres, whereas migration becomes only relevant egex lame scale. Starting from the free boundary
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problem restricted to balls we rigorously derive the mealdfequations in the early time regime. Our anal-
ysis is based on passing to the homogenization limit in thiatranal framework of a gradient flow.

Speaker: Feng Qui, Department of Macromolecular Scienagai University
Title: Discovering Ordered Phases of Multi-block CopolyseA Generic Fourier-Space Approach
Abstract: We propose a generic approach to solve the selistent field theory (SCFT) equations for the
discovery of complex ordered structures of block copolygnér our method, all spatially varying functions
are expanded in terms of Fourier series which are essentiedermined by computational box parameters.
Then SCFT equations can be cast in terms of expansion ceeffici The solutions of the SCFT equations
can then be obtained using any of the available numerichhtqoes. The essence of this approach is to
use the full-power of the spectral method, in which the symnynef the ordered phases is not presumed.
Furthermore, our Fourier-space method has the advantadertffying new complex structures, especially
continuous structures, more easily and definitively.

With this method, we successfully reproduce phases obdanaiblock copolymers. We have confirmed
that the generic Fourier-space method leads to equilibfateella, cylinder, gyroid, 070, and sphere phases
at the compositions and values consistent with the Matsdmck phase diagrams. Our emphasis has been
focused on phase behaviors of ABC linear and star-shagaddki copolymers, in which both centro- and
noncentro-symmetric phases can be formed. The phase diajramodel frustrated ABC triblock copoly-
mer is constructed. A number of new phases are predictechéoliriear triblock copolymers. Then the
method is further applied to a more realistic model of SEBikldick copolymer, in which the fascinating KP
phase is predicted to occur at the parameters that mostghrttad experiment conditions.

For ABC star triblock copolymers, the most important aretiitiral feature is that their three blocks are
joined at one junction point. In an ordered phase the jungimints are constrained in one-dimensional lines,
resulting novel microphase-separated morphologies ssidhireg patterns. A variety of tiling patterns in
ABC star triblocks have been predicted using the Fouriacegnethod and relevant phase diagrams have
been constructed. The predicted phase transition segsiémoee the SCFT calculations are in qualitative
agreement with experimental and Monte Carlo simulationltes

We believe that the generic Fourier-space approach is anfdweethod to predict novel ordered phases
for complex block copolymers. These ordered structuresbeansed as input for the more accurate and
efficient real-space or reciprocal-space methods.

Speaker: Xiaofeng Ren, Department of Mathematics, Georghiigton University
Title: Ansatze of the curvature-potential equation fromrpimlogy and morphogenesis problems
Abstract: Pattern formation problems arise in many physind biological systems as orderly outcomes of
self-organization principles. Examples include animaltspskin pigmentation, and morphological phases
in block copolymers. Recent advances in singular pertiobdheory and asymptotic analysis have made
it possible to study these problems rigorously. In this talkll discuss a central theme in the construction
of various patterns as solutions to some well known PDE amdngéric problems: how a single piece of
structure built on the entire space can be used as an angatzdioce a near periodic pattern on a bounded
domain. We start with the simple disc and show how the spaépain morphogenesis and the cylindrical
phase in diblock copolymers can be mathematically expthiiMore complex are the ring structure and the
oval structure which can also be used to construct soluttensounded domains. Finally we discuss the
newly discovered smoke-ring structure and the toroidag tstbucture in space. The results presented in this
lecture come from joint works with Kang, Kolokolnikov, andeiv

Speaker: Michael Schick, Department of Physics, UniverditWashington
Title: lonic Effects on the Electric Field needed to Orieng¢lectric Lamellae
Abstract: We consider the effect of mobile ions on the aplietential needed to reorient a lamellar system
of two different materials placed between two planar etat#s. The reorientation occurs from a configura-
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tion parallel to the electrodes favored by surface intéwastto an orientation perpendicular to the electrodes
favored by the electric field. The system consists of altimgaA and B layers with different dielectric con-
stants. The mobile ions are assumed to be insoluble in thgeBdand hence confined to the A layers. We
find that the ions reduce the needed voltage most strongln diey are constrained such that each A lamella
is electrically neutral. In this case, a macroscopic semaraf charge and its concomitant lowering of free
energy, is attained only in the perpendicular orientatdfhen the ions are free to move between different
A layers, such that charge neutrality is only required gligbtheir effect is smaller and depends upon the
preferred surface interaction of the two materials. Undene conditions, the addition of ions can actually
stabilize the parallel configuration. Our predictions alevant to recent experiments conducted on lamellar
phases of diblock copolymer films with ionic selective imiias.

Speaker: Friederike Schmid, Institut fuer Physik. Uniitaet Mainz
Introductory Minicourse: Self-Consistent Field Theorésnhomogeneous (Co)polymer blends
Abstract: The course gives an introduction into basic cpteef the theory of polymer/copolymer blends,
with a particular emphasis on the so-called ’self-conasisfeld theory’ (SCF theory). It is aimed at an
audience who is not familiar with this theory. Everybodyeeshould sleep in or have coffee instead. The
topics to be covered include

General introduction in polymer models Flory Huggins theand chi-parameter Detailed introduc-
tion into the SCF theory Limiting behavior at 'strong’ andeak’ segregation, in particular, connection to
Ginzburg-Landau theories like the Ohta-Kawasaki funatloRluctuation effects Time-dependent density-
functional theory and time-dependent Ginzburg-Landaarthedpplications

Speaker: Friederike Schmid, Institut fuer Physik. Uniitaet Mainz
Title: Copolymer self-assembly at nonequilibrium and itwarks
Abstract: The talk will have two parts. The first part dealshwthe kinetics of nanostructure formation in
amphiphilic copolymer solutions. Copolymers in solutiggostaneously aggregate into a variety of nanos-
tructures, e.g., micelles or vesicles, which can be tundgdiing system parameters such as the chain lengths,
the block lengths, the composition etc, This can be useddpare nanoscaled materials with well-defined
properties. Using a dynamic density functional approaah,studied the dynamical processes leading to
spontaneous vesicle formation in copolymer solutions.ddeling on the system parameters, vesicle forma-
tion is found to proceed via different pathways. The finalstire depends on the pathway. Under certain
conditions, toroidal and even cagelike micelles (i.e.fgrated vesicles) can be obtained.

In the second part, a method to construct a self-consisteldt theory for crosslinked systems is pro-
posed. The original SCF theory is devised for polymer flultsyever, many polymeric materials have a
network structure, which means that they respond elaltittaktress and that deformations are restored. A
generalized SCF theory for networks shall be devised artchfiygication examples shall be presented.

Speaker: Zhao-Yan Sun, Changchun Institute of Applied Géieyn

Title: Effects of Architecture and Composition on the Miphase Separation of Block Copolymers
Abstract: It is well-known that block copolymer systems édascinating ability to self-assemble into a
variety of smart soft materials and well-controlled migioase structures on nanometer scale. With the
development of synthetic methods, multi-component blagotymer systems with complex chain archi-
tectures such as pi-shaped and H-shaped block copolymdrecaynthesized easily in experiments. These
block copolymers may have some important applicationserfitids such as macromolecular self-assembly,
controlled drug delivery, and the preparation of advancetkenals. Therefore, it is very important to ex-
plore the self-assembly of block copolymers with complesintarchitecture. In this work, the combinatorial
screening method based on the self-consistent field th&@¥ ) proposed by Drolet and Fredrickson is
employed to investigate the self-assembly of pi-shapedHystaped block copolymers. Our results may
provide some theoretical guidance for exploring the seffeably of multi-component block copolymer sys-
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tems with complex chain architectures.

Speaker: Zhen-Gang Wang, Division of Chemistry and Chednkicgineering, California Institute of
Technology
Title: Self Energy of Small lons
Abstract: We address the issue of the self energy of the malik in electrolyte solutions within a general
Gaussian renormalized fluctuation theory using a field+#t@approach. We introduce the Born radii of the
ions in the form of a charge distribution allowing for diféert Born radii between the cations and anions. The
model thus automatically yields a theory free of divergeraned accounts for the solvation of the ions at the
level of continuous dielectric media. In an inhomogeneaakedtric medium, the self energy is in general
position dependent and differences in the self energy @twations and anions can give rise to local charge
separation in a macroscopically neutral system. Treatiaddorn radius a as a smallness parameter, we show
that the self energy can be split into an O(a-1) nonunivarsatribution and an O(a-0) universal contribu-
tion that depends only on the ion concentration, valenay,tha spatially varying dielectric constant. For a
weakly inhomogeneous dielectric medium, the nonuniveraelof the self energy is shown to have the form
of the Born energy with the local dielectric constant. Tha energy can be incorporated into the Poisson-
Boltzmann equation, in conjunction with other mean-fielgraaches, such as self-consistent field theory for
polymers, as a simple means of including this local flucaraéffect at a mean-field level. We illustrate the
application of this born-energy augmented Poisson-Batamapproach to the problem of interface tension
between two salt containing solutions, highlighting theets of the interfacial widths and salt concentration.

Speaker: Qiang (David) Wang, Department of Chemical antbBioal Engineering, Colorado State Uni-
versity
Title: Some Applications of SCFT and Its Quantitative TesHast Lattice Monte Carlo Simulation
Abstract: | will first present some of our recent work usinglfgpace self-consistent field (SCF) calculations
with high accuracy to study (1) diblock copolymers (DBC) andano-confinement, (2) stimuli-responsive
surfaces from DBC brushes, and (3) polyelectrolyte adsmr@nd layer-by-layer assembly. | will then talk
about comparisons between lattice SCF theory and fastdaltionte Carlo (FLMC) simulations that are
based on exactly the same Hamiltonian, thus with no pararfiiieg between the two. Such comparisons
provide the most stringent test of the SCF theory, and ungnahisly and quantitatively reveal the system
fluctuations/correlations neglected in the theory.

Speaker: JF Williams, Department of Mathematics, Simosé&réniversity
Title: Asymptotic analysis and computation for minimizefsa modified Cahn-Hilliard energy in 3D.
Abstract: In this talk | will present an asymptotic analysfshe energy-driven pattern formation induced
by competing short and long range effects in a model for agtembly of diblock copolymers. This work
shows that structures predicted by the self-consistennrfiel theory may be constructed via asymptotic
analysis of the associated PDE. Additionally, local mirzerns, such as the perforated lamella, may also be
understood. All asymptotic constructions are verified bywation of an evolutionary PDE via modified
gradient descent starting from random initial conditions.

Speaker: Vanessa Weith, Theoretische Physik |, Univetdgayreuth

Title: Dynamics of Janus particles in a phase-separatingripimixture

Abstract: Adding particles to a binary mixture induces aeiliasting dynamic coupling between the wetting
of the particles and the phase separation of the mixtureemlyca new class of colloidal particles, so-called
Janus particles, have been synthesized in large quarfiliedanus particles, named after the Roman god
Janus, represent colloids with a different chemical contiposof the surface of the two halves of a particle.
Accordingly each half of a particle may be wetted prefewhtby one component of the mixture. We present
the results of numerical simulations of the dynamics of 3grarticles immersed in a phase-separating binary
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mixture based on a meanfield approach. When the two conststeéa binary mixture wet the two sides of
a Janus particle differently, the particle induces a spegidation of the concentration in their neighborhood.
Accordingly, Janus particles in phase separating mixtaresrapped to interfaces, which leads to a com-
plex dynamics. Due to the strong localization of an intezfabe diffusion of Janus particles is much more
pronounced compared with isotropic particles. As a redulhis fast diffusion the Janus particles placed
initially at large distances may effectively approach eaitter and they can remain coupled in the case of an
appropriate orientation. [1] A. Walther and A. H. E. MuellBoft Matter 4, 663-668 (2008).

Speaker: Andrei V. Zvelindovsky, University of Central lcashire
Title: Kinetics of block copolymer phase transitions unélectric field
Abstract: Mesophases of block copolymers with blocks dedént dielectric constants might undergo trans-
formations under an applied electric field. These includendational phase transitions of a particular phase
or order-order transitions between phases of differentsgtries. We modified dynamic SCFT in order to
account for a non-isotropic diffusion due to the dieleatnismatch of blocks. We review our works, in which
we study lamellar, cylindrical, spherical and gyroid ptsaseder electric field. The results are compared with
available experimental data and findings based on Ginzbanglau type theories.
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Diophantine Approximation and
Analytic Number Theory: A Tribute to
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Organizer(s): Gary Walsh (University of Ottawa and CSE), Michael Bennéhttiyersity
of British Columbia), Andrew Granville (Universite de Maaal), Jeff Thunder (Northern
lllinois University)

Introduction

This conference dealt with two areas of Number Theory, “theesp of mathematics.” Diophantine approxi-
mation can be broadly described as the solvability in ratioriegers to various inequalities. The name comes
from the later Greek mathematician Diophantus, who stuthiedsolutions to certain equations. Though
clearly a very old branch of mathematics, it remains a vibeapa of study to this day. The last century
saw many deep and powerful results: the theorems of ThugelSimd later Roth, Baker’s linear forms in
logarithms, and Schmidt’s subspace theorem, to name but &fach recent work has melded the arithmetic
nature of the subject with advances in algebraic geometgy, (fhe work of Faltings and Vojta), where one
is interested in the properties of rational points on algi&bvarieties defined over a number field. Recent
successes in this area have lead to the solutions to manydldaoriously difficult problems.

Many mathematicians when asked about analytic numberyheonediately think of the famous Rie-
mann hypothesis and perhaps the Goldbach conjecture. tirtti@carea is much more rich than that. Early
last century Ramanujan together with Hardy, Littlewood attiers developed analytic methods to answer
guestions about Diophantine equations. A famous exampkvaeuld be Waring’s problem, where one is
concerned with writing an integer as a sum of equal powenstefers. This particular area has seen a recent
resurgence of activity, spurred on by the work of Vaughn amM¥. Another more recent line of work has
brought probabilistic methods into the mix. The celebratlilts of Green and Tao here bear testament to
the efficacy of these ideas; they proved that the sequencemé mumbers contains arbitrarily long arith-
metic progressions. Along more classical lines, Goldstahéldirim have within the last five years made
stunning progress on the study of gaps between prime numbers

These two areas of number theory are far from being isolashahids” in mathematics. Besides the obvi-
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ous connections to algebra, geometry, complex variabies teese areas touch upon subjects as disparate as
logic (via model theory), coding theory and cryptographyglance at Math Reviews immediately confirms
that Number Theory continues to be one of the most activeestshjn all of mathematics, one that benefits
from and employs tools from many areas, and where new apiplisacontinue to arise.

Finally, we note that this meeting was a tribute to the worlCafmeron Stewart in celebration of his
sixtieth birthday. Cam, as he is known to his friends andeagjlies, has a lengthy record in these two areas
of number theory and has made a great many outstandingloatins to the subject.

Overview of the Fields

It was observed early on that in order to find integer solitmmany Diophantine equations, one is naturally
lead to approximating certain real numbers by rational nensibFor example, the old question of finding
numbers that are both square and “triangular” results irleReation, and as is well-known, the solutions to
such equations come from good approximations to quadreditdnal numbers. These good approximations
can be found, for example, using continued fractions. Unfaately, finding such “good approximations” for
algebraic numbers of higher degree still remains problentathis day.

Let« be areal number. At its most basic, Diophantine approximnadeals with finding rational numbers
p/q (herep andq are relatively prime integers) with

wherec(«) is some positive number ad> 2. Liouville showed that for an algebraic numhenf degree
d > 2, there is a(«) such that (*) has no solutions fér> d. On the other hand, Dirichlet showed that for
any real numbet, there are infinitely many solutions to (*) witlfe) = 1 andé = 2.

Early last century Thue made a great breakthrough: he shtvatedor any algebraie of degreel > 3,
there are only finitely many solutions to (*) with> (d/2) + 1. Unfortunately, while the methods of Thue
allow one to get upper bounds on themberof such solutions, one has absolutely no information on the
size(i.e., how large the denominatgrmay be) of such solutions. The method is caliedffective as it
doesn’t allow one to find all such solutions (since the uppermias one can derive for their number is most
certainly larger than the “truth”). Nevertheless, a gresdldf mathematics over the years has been devoted
to extending and improving on Thue’s original ideas. Twohfights are Roth’s famous result [5] where he
replaced Thue’s bound above with the more sindpie 2, (Roth was awarded the Fields medal for his work)
and Schmidt's famous subspace theorem (see [6], for exampleh pushed things to higher dimensions (he
won the Cole prize for his work).

Another great stride forward was made by A. Baker (see [1]ief, he was able to prove effective
upper bounds on the size of solutions to (*). This methodeddinear forms in logarithms, is a major tool in
solving Diophantine equations (Baker was awarded the &i@leldal for his work). It does not make the Thue
methods obsolete, however, since it yields rather largeuppunds on the size of the possible solutions. For
example, Tijdeman used linear forms in logarithms to esantsolve” Catalan’s conjecture in 1976. But
improvements to the method and quantum leaps in computiwgipeere still unable to exhaust all possible
solutions before the problem was completely resolved galaiaic number theoretic methods by Mihailescu
in 2002.

The use of analytical tools and methods to solve questionatahtegers has a long history. One can
start with Euler’s product formula which relates the Riemasta function with the primes. The proof of the
prime number theorem late in the nineteenth century wasat gohievment and a testament to the power of
complex analysis. More recently, Bombieri's developmédrihe large sieve in the 1960s (see [3]) has led to
many deep and interesting results. (Bombieri was awardediglds medal for his work.) As a testimony
to the continued vibrancy of research in this area, one might¢ the number of first-rate mathematicians
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currently working in areas related to the field, includingrk, Granville, Friedlander, Green, Iwaniec,
Soundararajan, Tao, Bourgain and Connes.

Recent Developments

Though Thue’s original method of proof was “ineffective” @sscribed above, it was clear that one could
derive upper bounds for theumberof exceptional solutions. This has carried through to Rotheorem
and the subspace theorem; versions of these results whetesrsuch upper bounds are called quantitative.
There has been much effort to make stronger quantitativeores of both Roth’s theorem and the subspace
theorem. Also, there have been quantitative versionsvitvglother absolute values and even a “absolute”
version [4] over the field of all algebraic numbers. In a saninanner, there are more recent versions of
linear forms in logarithms which give better bounds [2], asllvas linear forms ip-adic, elliptic and even
hyperelliptic logarithms.

While the above efforts to improve on machinery is clearlydamental, the majority of work in the area
has been applying these tools to solving actual Diophaetjuations and inequalities. One major topic here
deals withS-unit equations, the simplest of which is just

at+b=1

wherea andb are S-units in a given number field (or perhaps a function field) ewnumber field (finite
algebraic extension of the rational numbers) has a countailletion of places which correspond to topo-
logically inequivalent absolute values on the field. Thelsegs are in one-to-one correspondence with the
embeddings of the field into the complex numbers (these ar&finite” places”) and the non-zero prime
ideals in the ring of integers of the field. Given a finite sebf such places containing all of the infinite
places, arf-integer is an elementof the field which has absolute valiig, = 1 for all placesv notin S. It
turns out that many Diophantine questions are equivalesaliong a particulaS-unit equation or family of
such.

In analytic number theory, work continues on using the maetyi already on hand to answer deep ques-
tions about the primes and other sets of interest, as welhapplications of new techniques coming from
additive combinatorics and the theory of automorphic farfRsogress is also being made on the methods
themselves, where one often looks to optimize the techsituesuit the particular question at hand. An
example here would be Vaughan and Wooley’s improvementhercircle method to answer then-open
guestions regarding Waring’s problem. In addition, worktoaues on the Riemann zeta function. The Rie-
mann hypothesis is obviously the “holy grail” here, but moredest goals are still very important. Recent
work of Soundararajan has increased our knowledge of theentsof the zeta function, for example.

Presentation Highlights

Yann Bugeaud of Strasbourg spoke on the irrationality erponof a certain type of number. Given a real
numberq, the irrationality exponent af is the infimum of the set af for which the inequality (*) above has
infinitely many solutions in rational numbepgq. Thus, by Roth’s theorem the irrationality exponent of any
algebraic number is simply 2. Computing the irrationalitpenent of non-algebraic numbers is typically an
extremely difficult task. Often we must be content trying giynto prove upper bounds for the irrationality
exponent. This is the case, for example, with the numl{presently the best upper bound for its irrationality
exponent is approximately 8, while it is generally thoudtattthe actual irrationality exponent here is 2).

Bugeaud discussed of the following form. Start with the Thue-Morse sequeHd¢g},,>o defined re-
cursively bytg = 0, to,, = t, andts, 1 = 1 —t,,. Choose an integér > 2. Bugeaud proved that the
irrationality exponent of the number= 3" ¢,b="is 2.
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Jan-Hendrik Evertse of Leiden discussed orders of numbdsfiehich are generated (as modules over
the integers) by a single element. Such orders are callechégenic.” When the order in question is the
maximal order, i.e., the ring of integers of the field, onessingre is a power basis if it is monogenic. This is
usually not the case, but it is extremely useful when it i©rlé has a monogenic ord@rof the formZ|a],
then clearlyO = Z[3] for any S of the formS = +a + a for somea € Z. We say suclp are equivalent
to . Given a monogenic ordep, one is interested in the number of inequivalaenivhich generate).
Evertse proved that for orders in number fields of degreeaat [& only finitely many can be monogenic with
at least three inequivalent generators. Also, for non-CMsiethere are infinitely many monogenic orders
with exactly two non-equivalent generators. The methodobphere relies on previous results dealing with
S-unit equations in two variables.

Noriko Hirata-Kohno of Tokyo discussed lwasaptadic logarithms and showed how one could use these
in thep-adic linear forms in logarithms machinery. The goal hette isnprove/extend the machinery to give
better estimates and/or be more widely applicable.

Helmut Maier of UIm spoke on exponential sums over prime nersbHe presented a conjecture for such
sums over “short” intervals which is reasonably naturatl ahowed how this conjecture implies the twin
prime conjecture. Further, he showed that an analogouscimg is true when the set of prime numbers is
replaced by a set of integers without small prime factors.

Two speakers, Andras Sarkozy and Rob Tijdeman, spokethjirgbout the work of Cam Stewart. Both
are frequent coauthors with Cam; Sarkdzy has written rti@e 15 papers with him.

Andras gave a history of his work with Cam on sums b and shifted productsb + 1. Given sufficiently
large setsA and B, one is interested in the arithmetic properties of sums effthima + b wherea € A
andb € B and also of the fornab + 1. Such questions go back all the way to Diophantus. By “aréticn
properties” here we mean questions about the prime facqrgre factors, etc. Together with Cam, and
occasionally other authors, Andras has proven many rastlss area.

Rob’s talk concentrated on Cam’s work involving linear farim logarithms. Cam'’s first paper appeared
in the journal Acta Arithmetica in 1975. It dealt with thedast prime factor of sums of the fora't — b™. If
we denote the largest such prime factoribythen Cam proved that

P(a™ — b")
n

— 0

asn tends tooo through some well-defined set of density 1. Stewart and Wipletogether worked on the
abc-conjecture. Suppose b andc are positive integers with + b = ¢. Denote their conductor by ; N

is the product of all primes dividingbc. Theabc-conjecture states that, for all> 0, one hasV!*c >, ¢,
where the implicit constant in the Vinogradov notation héepends only om. In an important paper from
1985, Stewart and Tijdeman proved that c < N'° and also that

TN )

¢ > Nexp ((4 —9) Toglog NV

for infinitely many cases, wheve> 0 is arbitrary. In particular, thein theabc-conjecture is necessary. Rob
further spoke on Cam’s work involving-unit equations and Thue-Mahler equations.
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Chapter 21

Whittaker Functions, Crystal Bases, and
Quantum Groups (10w5096)

Jun 06 - Jun 11, 2010

Organizer(s): Paul Gunnells (University of Massachusetts Amherst), BerbBker (Mas-
sachusetts Institute of Technology), Dan Bump (Stanfdé@utam Chinta (City College
of New York)

Objectives of the workshop

The goals of the workshop were to explore several new commmedbetween Whittaker functions and combi-
natorial representation theory that have recently emeagatito encourage collaboration between researchers
in number theory, combinatorial representation theorysps, and special functions. We hoped that the bal-
ance between the lectures and free time as well as the itisedting of the Banff Research Station would
stimulate many informal discussions and collaborations.\Were delighted to see that these objectives were
fulfilled.

We would like to thank the BIRS staff for their hospitalitydaafficiency.

Topics of the workshop

The Casselman-Shalika formula and its generalizations

Given a Lie group op-adic group, and “Langlands parameters”— a conjugacy ¢tags Langlands dual
group (a complex analytic Lie group)—one may define a sphkwhittaker function. When the group is
GL(2,R\) these functions are the confluent hypergeometric funcii@nsduced by Whittaker and Watson
[?], hence the name.

The Casselman-Shalika formula describes the values of erisphp-adic Whittaker function in a sur-
prising and beautiful way?. The values are simply the characters of the finite-dinmraiirreducible
representations of the dual group evaluated at the Langlpathmeter conjugacy class. This formula has
many applications in automorphic forms and number theaipdbasic to both the Rankin-Selberg method
and the Langlands-Shahidi method of construcfiafyinctions. It has also recently attracted the attention of
physicists, as in the work of Gerasimov, Lebedev and Oblez@onnection with Givental’s work on mirror
symmetry P, ?].
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Whittaker functions on metaplectic covers have also beerbpest of study since the fundamental work
of Kazhdan and Pattersofd][ but the problem of extending the Casselman-Shalika féantm metaplec-
tic groups was not considered much until recently due to &fckniqueness of Whittaker models. These
obstacles have been overcome by emphasizing newly dissbeennections with representation theory, par-
ticularly with crystal graphs and quantum groups.

There are now two distinct types of generalizations of thes€kman-Shalika formula to metaplectic
covers. To explain these, we note that by the Weyl charaotendla, the characters that are the special
values of the original Casselman-Shalika formula are esqa@ as alternating sums of characters over the
Weyl group. One generalization (primarily due to Chinta &uwhnells [?]) is again a sum over the Weyl
group where these characters are replaced by products es@Gams. In the other generalization (primarily
due to Brubaker, Bump, and Friedberg), the sum is similah¢oréalization of the character as a sum over
basis vectors of a certain highest weight vector, thouginbeomials attached to each weight are multiplied
by a function defined on the associated crystal graph. A cerapinderstanding of these two approaches and
their connection to Whittaker coefficients and to each dtlasronly been established in tyge Partial results
exist for other types, but it appears that a deeper unddistguof the relationships between automorphic
forms and combinatorics, particularly crystal bases, magédeded to move further.

When the metaplectic cover is trivial, these new formulas\Vithittaker functions should recover the
character predicted by the Casselman-Shalika formula.aRahly, several such identities existed as purely
combinatorial results in the literature. In this contekgyt are deformations of the Weyl character formula
and the Weyl denominator formula found by Tokuyama (ty)eHamel and King (typ€”), Okada (typeB)
and others.

Crystal Bases

Crystal graphs and crystal bases were introduced by Kasaimgcombinatorial structures on representations
of quantum groups. In the context of Whittaker functions, televant quantum group required is the quan-
tized enveloping algebra of the Langlands dual group. @hstses provide a better context for an enormous
amount of existing literature on tableaux, which are fundatal objects of study in combinatorics.

For examples of representations of Whittaker functionsuasssover crystal bases, see Brubaker, Bump
and Friedberg?, 7], Beineke, Brubaker and Frechetfg P], and Chinta and Gunnell&].

The construction gh-adic Whittaker coefficients via crystal graphs should l@mnections to Berenstein
and Kazhdan's theory of geometric crystéts?]. This work gives new constructions of Kashiwara crystals,
including those for modules over the Langlands dual gréypising so-called positive unipotent bicrystals
on the open Bruhat celBwy B, wherew, denotes the longest element of the Weyl groupGof Their
method uses tropical geometry to make the transfer betvesetwb types of crystals. Given that theadic
integral defining the Whittaker coefficient is supported lo@ Ibig Bruhat cell, and that the ingredients used
to construct it have such strong resemblance to the ingredand properties of objects in the theory of
geometric crystals, we expect further investigation oséheonnections will lead to a better understanding of
the ways in which finite dimensional representations apjpeantomorphic forms.

Kac-Moody developments

Since crystal bases and quantum groups can be defined inrtkeagjeontext of Kac-Moody Lie algebras, it
becomes natural to ask whether the theory described abeweharalizations to affine and other infinite root
systems. Thisis being investigated, and there is somemg¢adope for an affirmative answer. Two promising
developments along these lines are the work of Garland oenEiisin series on loop group?, [?, ?, 7|
and of Braverman and Kazhdan on spherical Hecke algebraffina Hac-Moody groups over local non-
archimedean fields.

However another potential approach can be imagined. Theytlod metaplectic Whittaker functions can
be developed independently of its origin in the represantdheory ofp-adic groups as the study of a class
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of multiple Dirichlet series with functional equations.this approach, one uses the combinatorics of crystal
graphs to define the coefficients of the Dirchlet series. Agiype was work of Bucur and Diacon®][(in the
function field case) in which the group of functional equasievas the affine Weyl groupff). This Dirichlet
series was selected due to an arithmetic application taHonoments ofl.-functions, but for this proposal
the relevance of their work is that it gives hope that one friighable to avoid technical complications by not
basing the foundations on the representation theory mesdiabove.

Another prototype of this question would be to express ardedition of the Jacobi triple productas a sum
over an infinite crystal for the quantum grou!él) (in Kac’s notation). Preliminary investigations suggest
that this will be possible.

Real groups and further deformations

Stade developed important integral representations oftékeir functions folGL(n, R\.) that allow one to
express certain integrals as products of Gamma functiohes@ have applications in the Rankin-Selberg
method. Oda, Hirano, and Ishii have developed formulas rfichimedean Whittaker functions that might
have connections with theadic theory, since fo8p(6) their formula is a sum over Gelfand-Tsetlin patterns,
which are in bijection with elements of crystal bases@r(3). Stade’s work, as well as this work of Oda,
Hirano, and Ishii, are points where there are strong anesdogtween the real apeadic theories.
Furthermore, the physicists Gerasimov, Lebedev and Qti¢eabtained a deformation of the Casselman-
Shalika formula P, ?] in connection with Givental’s work on mirror symmetry, whi has been recently
generalized beyond typé by Cherednik P]. Strikingly, their theory simultaneously connects bdik teal
andp-adic Whittaker functions: their deformations have twograeters; andt¢, and taking; — 1 gives the
classical Whittaker function, while — 0 gives thep-adic Whittaker function. This may be related to the fact
that the Macdonald polynomials interpolate between areligan ang-adic spherical functions?], which
is a point of contact with the theory of double affine Heckerapm's, that was discussed by two speakers at
the conference.

Statistical Mechanical Interpretations

It has been realized that Whittaker functions may be redlasepartition functions of statistical-mechanical
systems. These are exactly-solved lattice models, ametmtiie methods of Baxte?|. There is a potential
point of contact here with the work of Gerasimov, Lebedev@iezin 7], for their emphasis on the Baxter
Q-operator in the connection with their investigations ofiitééker functions, both real and archimedean.
It is connected with both the crystal base description,esignystals may be used to parametrize the states
of the physical system, and with the method of Chinta and @Usi?], since the functional equations
that are the basis of their work express the commutativityasfsfer matrices, which may be studied using
the Yang-Baxter equation. Finally, it is well-known in plgsthat two-dimensional statistical mechanical
models are equivalent to one-dimensional quantum mecélamicdels such as spin chains, and so there is
a large amount of potentially relevant mathematical plsysi8ee Brubaker, Bump, Chinta, Friedberg and
Gunnells P], Brubaker, Bump and Friedber@][ Brubaker, Bump, Chinta and Gunnellg],| Hamel and
King [?], and Ivanov P].

Contents of the talks

The talks at the workshop reported on many new results cetatéhe above list of topics. There were also
some expository talks from experts, on both the automorahétrepresentation theory sides, designed to
help build bridges between the different topics. Finalgre was an evening problem session that both sum-
marized open questions mentioned in the talks and also gteakemew ideas. In the following we summarize
the contents of each talk. Junior speakers are indicatedhbilet (o).
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Arkady Berenstein (University of Oregon) spoke ofrom geometric crystals to crystal basd$e goal
of his talk was to construct crystal bases (for irreducibteloles over semisimple Lie algebras) by means of
geometric crystals. Geometric and unipotent crystals wereduced a few years ago in a joint work with
David Kazhdan as a useful geometric analogue of Kashiwgsdals [?, ?]. More recent observations (based
on his recent joint paper with David Kazhdan) show that geomerystals, in addition to providing families
of piecewise-linear parametrizations of crystal basesy atveal such hidden combinatorial structures as
‘crystal multiplication’ and 'central charge’ on tensoiogiucts of crystal bases.

Thomas Bliem (e) (San Francisco State University) spokeExpected degree of weights in Demazure
modules ofl,. He reported on a recent resud,[joint wiht S. Kousidis, about the characters of Demazure
modules for the affine Lie algebi?ag. Namely, they calculate the derivative of these charaetigrs= 0. One
can immediately reduce this to only considering the “basécslization” of the character, i.e., the generating
function of the dimensions of the eigenspaces for a scalagentd. In this language, they compute the
derivative of this function a§ = 1. For the proof, they still use another language and say teatamnpute
the expected value of the degree distribution. En passagtahtain a new proof of Sanderson’s dimension
formula for these Demazure modules.

Ben Brubaker (MIT) spoke onModelingp-adic Whittaker functions. IThis talk, which was expository,
introduced the themes of the workshop through a discusdignraalic Whittaker functions for unramified
principal series. He mentioned known methods for givingiekplescriptions of these Whittaker functions,
including new expressions as generating functions on alrpstses and other combinatorially defined data
associated to bases for highest weight representations.

Daniel Bump (Stanford University) presentédodelingp-adic Whittaker functions Jiwhich was a con-
tinuation of Brubaker’s talk. This talk looked deeper inépresentations gf-adic Whittaker functions. For
spherical Whittaker functions on an algebraic group, ttesethe same as the characters of the irreducible
characters of the L-group, but the speaker was also inegt@stmetaplectic covers of the algebraic group,
in which case these are similar to but different from suchrattars. The speaker discussed representations
coming from the six-vertex model in statistical physics axglained their relationship to the crystal base
description.

Both parts of this talk were videotaped.

Adrian Diaconu (University of Minnesota) gave the tallkace formulas and multiple Dirichlet series
He discussed the multiple Dirichlet series attached to thblpm of computing higher moments of quadratic
L-functions [?]. Such series are analogues of Weyl group multiple Diricédgies, but correspond to general
Kac—Moody lie algebras. The speaker explained why resaitaecting character sums to automorphic forms
indicate new complications in constructing the correcttipld Dirichlet series.

Solomon Friedberg(Boston College) spoke oBlobal objects attached tp-adic Whittaker functions
He described some of the connections betwgaic Whittaker functions and global objects, and their
implications for number theory.

Angele Hamel(Wilfried Laurier University) presented the taBijective Proofs of Schur Function and
Symplectic Schur Function IdentitieShe gave modified jeu de taquin proofs of two symmetric fionct
identities. The first relates shift&dL (n)-standard tableaux to the product of a Schur function[dnd, (x; +
y;). This result generalizes the work of Robbins and Rumseyujlafna, Okada, and others. The second
identity is a symplectic character identity relating thensof a product of symplectic Schur functions to the
product[ " , H;‘:l (zi+a; +y + yj‘l). This result has its origin in work of Hasegawa, King, andkiim
and Miwa. It has previously been proved by Terada and BumpGardburd. This is joint work of Hamel
with Ron King [7].

Joel Kamnitzer (University of Toronto) spoke oMirkovic-Vilonen cycles and MV basisMirkovic-
Vilonen cycles are a family of subvarieties of the affine Gragnnian, which under the geometric Satake
correspondence give a basis for representations of redugtoups. The speaker began with older work
giving a description of MV cycles using MV polytoped [ Then he explained more recent results, joint with
Pierre Baumann, on properties of the resulting MV basis.
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Alex Kontorovich (e) (Brown University) presente8ieving in groupsHe discussed recent progress on
the Affine Sieve, which aims to find primes or almost-primesets of integers generated by group actions.
Applications include the Apollonian circle packing andmei entries in matrix groups. Portions of his talk
were joint with Hee Oh, Jean Bourgain, and Peter Sarfipk |

Kyu-Hwan Lee (o) (UConn) spoke orRepresentation theory gfadic groups and canonical bases
In his talk, he interpreted the Gindikin-Karpelevich forlm@and the Casselman-Shalika formula as sums
over Lusztig’s canonical bases, generalizing the restilBumnp-Nakasuji and Tokuyama to arbitrary split
reductive groups. He also showed how to rewrite formulasiirerical vectors and zonal spherical functions
in terms of canonical baseg||

Peter McNamara (e) (MIT) gave the talkCrystals and Metaplectic Whittaker Functionkle studied
Whittaker functions on nonlinear coverings of simple algébgroups over a non-archimedean local field,
and produced arecipe for expressing such a Whittaker fumes a weighted sum over a crystal graph. In type
A, he showed that these expressions agree with known forrfauidlee prime power supported coefficients
of multiple Dirichlet series?].

Ivan Mirkovic (UMass-Amherst) spoke ohusztig’s Conjecture for Lie algebras in positive charac-
teristic, which is joint work with Bezrukavnikov and Rumynin. Theirethod is to reformulate a certain
representation-theoretic problem in positive charastierin terms ofD-modules on flag varieties, coherent
sheaves on the cotangent bundle of the flag variety and persbeaves on affine flag variety. His talk con-
cluded with the remark that the same techniques should appjyantum groups at roots of unity, but some
parts of this investigation have not been worked 6lit

Maki Nakasuiji (e) (Stanford University) talked o@asselman’s basis of Iwahori vectors and the Bruhat
order, which was joint work with Daniel Bump. Casselman defined sidaf the vectors in a spherical
representation of a reductigeadic group which is defined as being dual to the intertwirdpgrators. They
studied the explicit expression of this basis and obtaireahgecture, which is a generalization of the formula
of Gindikin and Karpelevich. In this talk, she presented tonjecture and gave partial results using Hecke
algebra with some examples and related combinatorial ctures [?].

Sergey Oblezin(ITEP) Whittaker functions and topological field theori€kis talk was a survey of his
recent results (in collaboration with A.Gerasimov and édev) onG L(N, R~ )-Whittaker function and
their g-deformations®, ?] In the first part of the talk he constructed an elem@ty) of spherical Hecke
algebraH (G, K) with G = GL(N,R~\) and K = SO(N), acting in the space dk -invariant functions
on G. Then the Whittaker function is an eigenfunction@fg), with the eigenvalue given by a product of
Gamma-functions. Actually, the eigenvalue of the Whittdkaction can be identified with the Archimedean
L-functionL(s, CY).

Next he explained how the Archimede@nrfunction can be interpreted as correlation functions in (a
pair of mirror dual) topological sigma-models on two-dirsEmal disk. In particular, the Archimededn
function was identified with an equivariant symplectic vakiof the space of maps of a disk into a complex
spaceC™v with certain boundary conditions.

In the second part of the talk he defineg-deformedG L(N, R~\.)-Whittaker function and introduced a
pair of its integral representations. He showed thagtdeformed Whittaker function coincides with a char-
acter of a Demazure module of affine Lie algeﬁlrﬁ\l). This result can be interpreted as an (Archimedean)
g-version of the Casselman-Shalika formula feadic Whittaker function. Then he explained an interpre-
tation of g-deformed Whittaker functions in terms of the spaces of ntdgsojective line into (partial) flag
varieties.

The talk concluded by outlining directions of further resbeand generalizations to other Lie algebras.
This was the second lecture that was videotaped.

Omer Offen () (Technion) spoke oSpherical Whittaker functions on metaplectic GL(He proved a
formula for a basis of spherical Whittaker functions withxa@tl Hecke eigenvalue of thefold metaplectic
cover of GL(r). The formula expresses the Whittaker function as a sum dweekeyl group. He then
showed that thg-part of the Weyl group multiple Dirichlet series of type Arstructed by Chinta-Gunnells is
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expressed in terms of such a spherical Whittaker functitie. domputation adapts the method of Casselman
and Shalika to the case that multiplicity is finite but not ohethe case ofi = 1 the speaker recovers the
Shintani, Casselman-Shalika formula. This was joint woitk\@. Chinta [].

Soichi Okada(Nagoya University) gave the talkymmetric functions and spinor representatioBgm-
metric functions are useful to the representation theogjassical groups. In this talk, the speaker introduced
a family of symmetric functions with coefficients in the rin§integers adjoining a new elementvith the
propertye? = 1, and investigated their properties. These symmetric fanstcan be used to describe the
structure of the representation ring involving spinor esgntations of the Pin groupd |

Manish Patnaik (e) (Harvard University) presentddiecke algebras fop-adic loop groupsHe explained
how to make sense of convolution algebras of double cosetsidic loop groups. In the spherical case, there
is a Satake isomorhism which identifies this algebra explicMoreover, he described an explicit form of
this isomorphism (due in the classical case to LanglandsMaxctonald) and its connection to the affine
Gindikin-Karpelevic formula. He also explained an “lwalwdiversion of this construction. This is joint
work with Gaitsgory and Kazhdaf

Samuel Patterson(Gottingen) spoke o&ome challenges from number theoBne of the major appli-
cations of the ideas discussed at this conference was tddtidbdtion of the values of Gauss sums, that is,
to the circle of ideas around the Kummer Conjecture. Thidiegion is by way of the theory of metaplec-
tic groups and forms. Although much has already been acthjered the necessary tools exist, the speaker
pointed out that there is still unfinished business. In paldr one has to move from the local theory to the
framework of Dedekind rings. In the talk he described therapgh of Chinta and Gunnell8][and attempted
to clarify what still needs to be done.

Arun Ram (University of Melbourne) spoke o@ombinatorics and spherical function$his talk gave
a dictionary between the affine Hecke language and the Waitfanction language. He defined the affine
Hecke algebra, stated the affine Hecke algebra version @itiaikin-Karpilevic formula, and discussed the
Casselman-Shalika formul@][from the point of view of Lusztig’s 1981 paper gaweight multiplicities [?]
and from the point of view of Macdonald polynomia®.[At the end of the talk he explained why Whittaker
functions and their relatives have natural expressiorns teitms indexed by paths in the path model (crystal).

Siddhartha Sahi (Rutgers University) presentekh introduction to Double affine Hecke algebr&¥ou-
ble affine Hecke algebras were introduced by Cherednik wkd tieem to prove the Macdonald cojectures
on root systems. In this talk Sahi provided an introductmdduble affine Hecke algebras following his joint
work with Bogdan lon P].

Gordan Savin (University of Utah) gave the talkwo Bernstein components for the metaplectic group
The Weil representation decomposes as a sum of two irreldugpresentations, odd and even Weil repre-
sentations. Lef\/(e) and M (o) be the components, in the sense of Bernstein, of the catefamyooth
representations of the metaplectic graufp(2n) containing the even and the odd Weil representation, re-
spectively. LetV*™ andV~ be two orthogonap-adic spaces of dimensidin + 1, with the trivial and
non-trivial Hasse invariant, respectively. LB{+) and B(—) be the Bernstein components of 3O() and
SO(V ) containing the trivial representation. He described céral equivalences af/ (e) and B(+) and
of M (o) andB(—). This was joint work with Wee Teck Gan.

Anne Schilling (UC Davis) spoke o@€ombinatorics of Kirillov-Reshetikhin crystalShe reviewed recent
work with several coauthors (Masato Okado, Ghislain FouBeant Jones) on combinatorial models for
Kirillov-Reshetikhin crystals?, ?, ?]. These are affine finite-dimensional crystals that playrapdrtant
role in mathematical physics and representation theorg &ffine structure makes it possible to define an
energy statistics that can be used to define partition fanstiAt the end of her talk, she explained how the
Kirillov-Reshetikhin crystals can be used to find express$ar fusion/quantum cohomology coefficients.
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Feedback and response from the conference

The workshop was well-attended by researchers at all pwiriteeir careers, and from countries all around
the world, including Canada, USA, Israel, Russia, Japamm@ey, and Australia. After the completion
of the workshop, the organizers received many positive centaifrom both senior and junior participants.
One junior participant wrotélt was great to learn about new connections between Whettgfknctions
(which 1 feel like | know pretty well) and exotic objects froepresentation theory”A senior participant
wrote“The range of perspectives about the subject of the conéererautomorphic, representation theoretic,
combinatorial, quantum, analytic—made this an espec@&dbjiting and valuable meeting. The organizers are
to be congratulated for their excellent worlk&nother senior participant wrotd his workshop really opened
my eyes to a lot of beautiful stuff. | feel like my research Ib@sn jump-started."One senior participant
wrote “Two research projects have grown directly out of ideas lagied from some of the talks, and/or from
discussions | had in Banff with other attendees. | apprediaat opportunity.”

Based on these comments, we believe that the conferenceiaeessful. We also believe that by bringing
together people from different fields with different strémgand interests, we have faciliated new collabo-
rations. Because of the success of the workshop, we hopety pBanff in the future for another week,
perhaps with the intent of running in 2012 or 2013, so thatgpants can give updates and progress reports,
and so that new junior people can be introduced to this nadteri
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Inclusive fithess in evolutionary
modeling (10w5017)
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Organizer(s): Peter Taylor (Queen’s University), Geoff Wild (Universiaf Western On-
tario), Stuart West (University of Oxford)

Introduction

The notion of Darwinian fithess allows us to understand hotunaé selection influences the evolution of
organismal traits. For example, we might explain a plantsphology, or a bird’s behaviour in terms of the
fitness advantages (reproductive or survival benefits) marphology or behaviour confers.

The notion ofinclusive fitnessis used specifically to understand how selection will actrarse traits that
influence the fitness of several genetically-related imhligls simultaneously. Inclusive fitness recognizes
that an individual may have a “genetic share” in the fitnes&sofheighbours, and so it is a more general
(more “inclusive”) measure of evolutionary success.

The development of inclusive fitness is usually creditetiédaiologist W. D. Hamilton, who used the idea
to explain the selective advantage of altruistic trait.[B&fore Hamilton’s seminal work was published, the
advantage of altruistic traits was difficult to explain ugsiitness alone. The fact that an individual would be
willing to decrease its fithess by some amount (traditigndéinoted¢) to increase the fithess of a neighbour
by some other amount (traditionally denotéjl,seemed counterintuitive to many evolutionary biologists
Hamilton, showed, that the selective advantage of theszbtematic” traits is clear provided the recipient of
the altruistic act is genetically related to the actor, arwjoled one adopts an inclusive fitness perspective. In
this case, the fitness of the actollis- ¢, and the fitness of the recipientlist b; if the actor and the recipient
are related to one another by a factothen the actor’s inclusive fitness is simply;- ¢ + (1 + b)r. Relative
to the situation in which the actor does nothing (i.e. theagibn in which both actor and recipient fitness is
1), the inclusive-fitness change is

—c+ br. (22.1)

A selective advantage is obtained whenever this changesitve or, in biological terms, wheneveis large
enough and the actor and recipient are sufficiently closetierelatives.

This report details the activities and outcomes of our 5-dal§j-workshop devoted to inclusive fitness
and evolutionary biology—the first such meeting of its ki@lirs was a real “workshop” in that, rather than
focus on talks, we spent most of our time in discussion ¢farif and amplifying a number of issues around
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the nature and scope of inclusive fitness theory. The nexiogegives an overview of the current state
of inclusive-fitness theory; it also outlines how the cutrgtiate of the theory shaped our goals. Although
our workshop did not focus on talks, there were a number oftshes that served to connect our ongoing
discussion with the major themes and ideas of the speaketioBg 3 and 4 provide highlights from the

various talks given and, in some cases, the discussiondhatved. Section 5 details the outcome of the
workshop and the new research directions it has spawned.

Overview of the Field and Recent Developments

Since Hamilton’s work on altruism [12] was published, thelusive-fitness approach to evolutionary mod-
elling has been generalized and modified to deal with a widge®f biological scenarios. Inclusive fitness
can now be used to study class-structured populations lfier atords, populations composed of different
kinds or “classes” of individual, e.g. males/females, ygloid) [29], or populations that experience stochas-
tic demographic fluctuations [26]. The inclusive-fitnesprach can also effectively complement the appli-
cation of other modelling tools (e.g. optimal control thepf]), making mathematical results more palatable
to even the most math-averse evolutionary biologist.

The success of Hamilton’s central idea has also been buoy#teldevelopment of an alternative mod-
elling approach known as thidirect-fitness method [31]. In fact we decided to revert to Maynard Smith’s
original terminology and designate this theighbour-modulated fitnessapproach. This approach can be
thought of as a “sister” to the inclusive-fithess approachil®inclusive fithess places an actor at the centre
of the analysis, neighbour-modulated fithess focusestaitean the recipient (Fig. 22.1). Although inclu-
sive fitness and neighbour-modulated fitness are, in mossaagivalent [32], neighbour-modulated fitness
corresponds more closely to the approaches used in otheematical treatments of evolution (e.g. game
theory, and population genetics). In fact, links betweauisive-fitness and other mathematical treatments
are sometimes more easily established using neighboutdated fitness [28, 24]. Whatever their relative
advantages or disadvantages may be, inclusive fithess ajftboer-modulated fitness have emerged as a the
primary tools for modelling what evolutionary biologistlickin selection

The recent literature has seen a number of papers that éitties on the limitations of kin-selection
theory [33, 7], or marvel at the breadth of its scope [35].hAligh conflicting opinions have long been a
part of kin-selection’s history, their continued promieens, at least in part, due to simple misunderstanding
(misunderstanding that exists even among the theory'sifioaers). One overall goal (“Goal 1”) of the
workshop, then, was tdear up misconceptiondy investigating our own assumptions andiwestigating
theoretical connectionsbetween inclusive fitness and other approaches to modeNiolgtion.

Theoretical developments aside, kin-selection theoryphaged a major role in developing our under-
standing of many natural systems [15]. We were intereshtedefore, in determining whétiture contribu-
tions kin selection theory might make to biology as a whole (“Gd3l |

Highlights, Goal | — Misconceptions and Theoretical Connetions

Confusion between kin selection and inclusive fitness

In some treatments the terms “kin selection” and “inclugitreess” seem to be used interchangeably. In other
cases authors make a strict distinction between these .tésnse have suggested above, they are not really
parallel terms but refer to different levels of organizati®ur discussions identified the confusion between
the notions of kin selection and inclusive fitness as a majoblem in the current literature.

We took kin selection to be a process—the process wherelyaheency of particular copies of a gene
(alleles) is affected when the behaviour of a bearer of theleaaffects the fithess of relatives (kin) who will
carry that allele with some positive probability. Kin selea is very often at work in social behaviour, as an
organisms neighbours tend often to be kin.



Inclusive fitness in evolutionary modeling 203

Inclusive
Fitness

Focal Actor Recipients affected by actor

Actors affecting recipient  Focal Recipient

Direct
Fitness

Figure 22.1: The inclusive-fitness approach (top) makess&laction based arguments by
fixing attention on one actor, supposing that actor exhdgtgant behaviour and summing
all the fitness consequences that deviant behaviour hasdipients related to the actor. As
an example, suppose the actor’s deviant behaviour causessitrease is own fitness by an
amounte, but confers a benefit @/3 to each of three recipients that are related to the actor
by a factor ofr. In this case the direction of allele frequency change isemtly predicted

by —c + 3 x rb/3 = —c + rb. In contrast, the neighbour-modulated fithess approach
(bottom) makes a kin selection based argument by fixing tdtemn one recipient and
supposing that its deviant genotype alters its behaviodradters the behaviour of nearby
actors at rate. The same example above is now described as follows: thedlgenotype

of the recipient means that its fitness is reduced: laynd that each of three actors are
times as deviant as the recipient, with each “unit of deerdtbenefitting the recipient by
an amounb/3. The allele-frequency change is again correctly predibiee-c + rb, but

this result has been achieved by a different method of cognti
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Inclusive fithess on the other hand is a method of keepinds tvhthe frequency of an allele under the
effects of selection. It is an accounting scheme cleverkigied to keep track of changing numbers of an
allele over a generation of selection under precisely tlii®eimstances in which kin selection operates,
situations in which behaviour affects the fitness of kin. sTiccounting method has significant power both
computationally and conceptually. Computationally, theus of inclusive fitness at the individual rather than
the genetic level, on whole organisms rather than on allsleglifies the calculations and in some cases can
perform them when a more elemental population geneticsoagprwould be intractable. Conceptually, the
expressions provided by an inclusive fitness analysis cadilyebe interpreted in terms of fitness effects and
relatedness between interactants and thereby it can tellstery which enriches our understanding of the
process and the different selective forces at work.

What (Who) are kin?

This is perhaps one of the most obscure questions in the Febin the beginning [12] “kin” were conceived
either as relatives that bore standard labels (e.g. offgpdousins, great uncles, etc.), or as neighbours in
structured populations who, because of limited dispeveate likely to share genes with the focal individual.
In the former case, an individual's precise genetic retesiop is known; in the latter case relatedness is
entirely probabilistic in nature.

Although a considerable body of work has focused on the edfielin selection on interactions in struc-
tured populations (interactions among “probabilistiati&les”), some researchers still to use the term “kin” in
the narrow, “standard label” context only. For examplergheas been much work on tag-based interactions,
where tags (sometimes called “greenbeards”) can be usestitoage the level of probabilistic relationship
between interactants [9]. Here, individuals with similag$ are not considered “kin” per se, and so it is
difficult for the average evolutionary biologist to detemaiwhether kin selection is indeed at work.

Where do we draw the line between interactions that are &sed and those that are not? In David
Queller’s presentation he raised the age-old distinctietwben “kin” and “kith” and suggested that this
might be a useful distinction for our purposes. David puivard the idea that tag-based assortment be
considered to be influenced by something he cdilddselection. Discussion raised some doubt that a firm
or useful line between kin and kith could be drawn.

Additivity and frequency dependence

Hamilton [12] did not require that the different fitness effe(i.e the costs and benefits) of an interaction be
additive, but he did point out that relatedness could onlg#sly calculated — either through a pedigree or

a recursive analysis — under an assumption of additivityeofegaction both within and between individuals.
When interactions have synergistic effects assumptioadditivity fail. While calculations can still be made

in certain simple population structures, generalizedediaess measures (ones that depend on higher-order
moments of the distribution of alleles) have to be used;ghesd to be frequency dependent and difficult to
calculate.

Andy Gardner and David Queller each presented a differerspeetive on dealing with synergy with
the inclusive-fitness approach. Both perspectives weredban the well-known Price equation [22]. The
Price equation expresses the change that occurs in thetegpedividual phenotype (a random variahi®,
over the course of a single generation in terms of an indalidditness (a random variabl8/) and genetic
make-up (a random variablé&y). In the simplest of cases, the Price equation says,

Cov(W, G)
AE(P) = —EwW)

Gardner pointed out that, even with synergistic effects,dbvariance in equation (22.2) can be decom-

posed using additional information about the phenotypéts aieighbour, say”’, so that

E(W)AE(P) = BCov(G, P) + B'Cov(G, P'), (22.3)

(22.2)
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where 3 denotes the average effect of an individual’'s phenotypa®pown fitness, and wher& denotes
the average effect of a neighbour’s phenotype on an indalislfitness. Note that andjs’ are least-squares
regression coefficients and may, in principle, depend orirdgriency distribution of a particular allelp
The coefficientss and’ also analogues to the cost and benefit terms in equation)(28spectively. With
this in mind, we might re-write equation (22.3) as

E(W)AE(P) = Cov(G, P) (—c(p) + b(p)r) . (22.4)

By definition, §1V) is positive; we can assume (wlog) that @6y P) is also positive. And so (22.4) tells
us that the sign of the average change in phenotype is clyrpreticted by a frequency-dependent version
of line (22.1):
—c(p) + b(p)r,
wherer = Cov(G, P')/Cov(G, P). In short, Gardner showed that the structure of Hamiltor{sression
(22.1) can be preserved in the face of synergistic inteyasti
Using a different covariance decomposition, Queller sttbwe

AE(P) o< —c+ br + dF, (22.5)

whereb andc areexactlythe same as they were in equation (22.1), arsda coefficient of synergy. Equation
(22.5) shows that synergistic effects can also be studieatiding frequency-dependent terms to Hamilton’s
classical frequency-independent expression (22.1).

While in certain cases the choice between (22.4) and (28rBes down to modeller’s preference, in other
cases the choice may have important practical consequehrcgarticular it was suggested that Queller’'s
formulation (22.5) might be more amenable to experimepting, or at least more convenient for purposes
of experimental design. This suggestion is particulartgiiesting, but was not explored in depth during the
workshop.

Relationship with evolutionary game dynamics

Interestingly, our half-workshop was twinned with anotfeaused on Evolutionary Game Dynamics. There
has been much confused debate over the past few years onatienship between this active area of inves-
tigation and inclusive fitness, and we scheduled a numbesrahwon sessions in order to take advantage of
this conjunction. Our view is that the opportunity to shateas with those involved in evolutionary game
dynamics was a valuable one, as was the chance to simply kiebtoone another better. It appears that new
collaborations are already emerging from this time togethe

On a more technical note, we should stress that both appeaclinclusive fithess and evolutionary
game theory — address evolutionary change in behaviouglémalgh they are often equivalent [1, 5, 30] the
approaches typically emphasize different model assumgtio

Wild presented some recent results [34] that take a kincBeleview of the branching-processes models
sometimes used in evolutionary game dynamics [6]. Wild sftbthat, when the action of selection is weak,
rare deviant strategies tend approximately to a quasestaty distribution in the population, and that relat-
edness coefficients used in kin-selection theory are simygbgctations based on such distributions. He also
suggested that expressions like those in (22.1) could kitingbe same way the basic reproduction number
is used in mathematical epidemiology—as a heuristic (lumé&dly justifiable) substitute for less biologically
transparent tools for testing the stability of dynamic eyrss.

Evolutionary game dynamics, of late, has paid much attantticevolution in lattice-structured popula-
tions, employing the moment-closure methods from staisphysics to make analytical progress [18, 19].
Lion presented results that use the moment closure methotse was able to interpret the results explicitly
in terms of inclusive fitness. Although the main point of Ltalk was to show how different assumptions
about the way in which costs are incurred and benefits arei@ddnfluence model predictions, the ease with
which the kin-selection version of his analysis proceedgtilighted the fact that inclusive fithess can be
used to streamline game-theoretic arguments.
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Relationship with population genetics

Population genetics is the “gold standard” method agaitmsthvother methods of modelling evolution are

measured. Unfortunately when confronted with populationcsure, the calculations population-genetic
methods require are often intractable. In such cases,snelfitness can provide a feasible way forward, but
one must be willing to accept its technical assumptions.

Much the work carried out by Rousset and his colleagues dwepast 10 years [23, 24, 25, 26] has
focused on establishing a strong connection between sethdt are of interest to population geneticists
(i.e. results related to thiéxation probability , a type of probability of absorption), and results typigall
obtained through kin-selection means. Rousset detailege suf his work for us, and though it has been
quite successful, challenges related to model populatigtiisa particular structure (“isolation-by-distance”
models) remain.

In his talk, Whitlock reviewed ideas of mutation rate, handl &oft selection, frequency-dependent se-
lection, non-additivity, all familiar to us, but in quite afférent context. He also pointed out that statistical
methods for estimating the extent of population subdivigand, by extension, relatedness [25]) in nature are
readily available. The availability of these measures sstgthat opportunities to test kin-selection theory in
the “real world” abound.

Confusion among proponents of group selection/multilevedelection

There have been claims made in the literature that selefaiaurs adaptations that cannot be understood
in inclusive-fitness terms [13, 27, 37, 38]; only selectidritee level of the group, it is argued, is able to
provide the necessary adaptive context. As demonstrasegvieére though [35], claims like these tend to
misunderstand the the scope of kin-selection theory arniddtmical limitations. There was no disagreement
within our workshop on the connections between kin seladtieory and the theory that explicitly considers
the action of selection at multiple levels of biological anjzation, and we did not discuss the issue very much
(we mention it in this report only because the issue wasddiseur workshop proposal). Furthermore, (as
discussed below) Alan Grafen’s presentation illustraed inclusive fitness is not just an accounting method,
but also an answer to the problem of what organisms shouleaafesigned to maximise.

A role for group theory

In one of our final talks, Taylor outlined some remarkablekitbat uses ideas from group theory to solve kin
selection problems in an elegant manner. Briefly, Taylodule symmetry found in certain graph theoretic
descriptions of social interactions to impose an algelgescp structure on his model population that made
potentially difficult calculations rather easy. Given tlhiesess enjoyed by “evolutionary graph theory” [16],

the workshop participants wondered if we will now see “etioluary group theory.”

Highlights, Goal Il — Future Applications of Kin Selection

Inclusive fithess as a maximand

The inclusive fitness of an actor can, in some cases, serve@sjective function whose value will increase
under the action of selection. In these cases, an actoravimir can be understood as an adaptation “de-
signed” for the purpose of maximizing this objective funati This result can sometimes be misunderstood;
it does not say inclusive fithess must always be maximizedGreden’s presentation pointed out, the result
outlines the conditions under which inclusive fitness stidalbe maximized in nature.

The inclusive-fitness-as-a-maximand result provides &ymathematical justification for the explana-
tions routinely used by field biologists [10]. As our disdoss indicated, inclusive fithess maximization is
taken for granted across much of biology; it is the basis foreat deal of field work and for grants awarded
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for field work [14]; it is also arguably the reason why higheganisms appear to have a sense of purpose that
guides their behaviour. Understanding the extent to whiolobists are justified in using inclusive-fithess
theory in the field, then, is of utmost importance and morekwweds to be done. In particular, Grafen’s
result needs to be extended to address cases in which tiseatatdnich inclusive fitness costs and benefits
accrue change with changing allele frequency.

Our discussion also revealed that there is currently nomiaation result based on neighbour-modulated
fitness (NMF). Given the preference some theoreticians faahis approach, we asked whether an NMF-
based maximization result could be developed (and we camgtthat this might well be the case). Some
members of our workshop will investigate this issue further

Kin selection in realistic ecological scenarios

With kin-selection theory one is often able to find simplifioas that make even complicated models tractable.
In his talk, Alizon showed how he used this advantage of kilection theory to investigate how competition
among the various pathogen strains that infect a host ukimnanfluence evolution.

In contrast, to Alizon’s work, van Baalen reported that hd baperienced tremendous difficulty when
attempting to use inclusive fitness to model the evolutiocesfain colonial species of insect. This difficulty
led van Baalen to suggest that inclusive-fitness methogdlmgeven direct-fithess methodology), may not
be the appropriate tool for dealing with some of the more @gioklly complex systems (participants did,
however, offer suggestions to address van Baalen’s cosiceBubsequent discussion revealed that several
workshop participants were eager to establish a more gleimetasive-fitness methodology—one which
could handle even difficult sets of ecological assumptions.

Kin selection, autism and psychiatric disorders

In many instances, two neighbours have different “geneatierests” in their neighbourhoods. As a result
their inclusive fitness interests are said tdrbeonflict and selection favours different conditional behaviours
in each of the conflicting parties [8, 20, 21, 36]. When theédhbours” in question are actually homologous
genes, a phenomenon callgenomic imprinting can result [11].

Ubeda’s presentation addressed the conflict between (arahge imprinting of) genes expressed in the
mammalian brain—a genes thought to be involved in autismpmydhiatric disorders like schizophrenia
[2]. Specifically, Ubeda showed how kin-selection theory can inform clinicaties of these disorders.
By combining inclusive fithess and life-history theory, h®wed that sex-specific patterns of dispersal and
sex-specific variation in mating success have the potetttiaifluence patterns of genomic imprinting in
genes disorder-related genes. His work demonstrated havam@cology might actually set the stage for
the evolution of those patterns of imprinting now linked tdism and psychoses. The idea that kin-selection
theory might act as a bridge connecting human ecology anchieyy/medical genetics is an intriguing one
that the members of the group will pursue.

A kin-selection perspective for sexual-selection theory

Alonzo’s presentation focused on the possibility of newlapions for kin-selection theory. In particular,
she emphasised that whilst interactions between matelv@s/much potential for cooperation and conflict,
the methods and insights of kin selection and inclusive dirtbeory have rarely been applied to the field
of sexual selection. A number of topics were raised wheegaations between these areas could be useful,
and several of of the participants are actively investigathese questions. Wild and West are examining
how structured populations and relatedness between thdils could influence the strength of selection
for conflict between mates. West, Wild and Gardner are usiognabination of theoretical and empirical
approaches to examine how promiscuity can reduce relagedmi¢hin families and hence reduce selection
for cooperation, across a range of organisms from waspsdse [3].
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Outcome of the Meeting

Overall, the meeting served to focus our future researclea@ralrs. Our attempts to eliminate sources of
confusion within this key group of people identified poinfsd@sagreement that, in turn, put a spotlight on
new questions to tackle. In particular,

o we will explore the utility of Queller’s notion of “kith setgion”;

e we will determine whether there are indeed practical achgad to keeping frequency-dependent fit-
ness changes separate from frequency independent oness @eme in equation (22.5);

o we will investigate the extent to which algebraic group tliyecan be used to improve kin-selection
methodology;

e we will investigate how reasonable it is to consider neightbmodulated fitness (NMF) to be a maxi-
mand like inclusive fitness.

Points on which we could agree were equally valuable. Agesgstablished a common ground that will
form the foundation for future meetings, at BIRS or elsewhdfiany participants found they had common
interests, despite their (arguably) disparate backgreundeed, it appears that this meeting will help smaller
groups of workshop participants achieve progress on isal@®d to the application of kin-selection theory
to

¢ the evolution of complex ecological interactions;
¢ the interplay between human ecology and psychiatry/megearzetics;
¢ the evolution of cooperative and antagonistic interactioetween the sexes.

In closing, we wish to thank BIRS for helping us bring togethesearchers from around the world to
discuss inclusive-fitness theory. We certainly look forvew the future progress this meeting will have
enabled.
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Chapter 23

Evolutionary Games (10w5020)

Jun 13 - Jun 18, 2010

Organizer(s): Karl Sigmund (University of Vienna), Ross Cressman (Walfcaurier Uni-
versity), Christine Taylor (Harvard University)

Overview of the Field

Since the workshop held at BIRS in 2006 on the same topicugweolry game theory has continued to
expand in the directions identified there as well as in sévexa directions. There seems to be a tendency
to reach out from the founding concept of an evolutionarifbte strategy, towards related concepts such
as continuously stable strategies and stochasticallyestifategies, towards the analysis of polymorphic
equilibria and complex population structures, towards maglyic underpinning of the evolutionary process
based on different transmission mechanisms, towards thestigation of how individual information and
ongoing interactions impact population behavior, towardsinterpretation of existing models of population
dynamics using a game-theoretic perspective. These idinsdead to a large variety of stochastic processes
and deterministic dynamics whose interrelation is far filmemg fully understood.

The 2010 workshop aimed to bring together people with difiemodeling approaches and to allow them
to appraise the state of the art in the neighboring fieldss $&éms all the more useful as evolutionary games
have been approached within several different disciplimigls very different traditions and also different
channels of communication (journals, conferences etc).mi#ation here classical, economy-based game
theory versus biology-driven evolutionary models; prdlistic reasoning based on finite population models
versus ordinary differential equations assuming infinitell mixed populations; equilibrium concepts versus
complex attractors; long-term versus short-term evotytfcequency-dependent population genetics versus
learning models based on imitation, or endogenous asmirtgvels, etc.

To give some specific examples, extensive-form games havketmdes been analyzed entirely by static
classical game theory techniques based on rationalityrgstsons, but have recently been exhaustively stud-
ied from a dynamic perspective in a monograph [8] on evohaiyg games and applied to existing models
such as signaling games[19]. Classical stochastic presassed in genetics, as for instance the Moran
process, have provided the basis for an entirely new amsatfsévolutionary dynamics in games in finite
populations[15, 23], using concepts such as substitutiorfization. There are surprising relations between
different types of deterministic game dynamics, as foranseé between the orbits of the best-reply dynamics
and the time-averages of solutions of the replicator equHtB]. Non-linear payoff functions are increas-
ingly well understood, for instance through adaptive dyitaf20]; population games have been investigated
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in depth[28]; games with continuous strategy spaces beaweneasingly important, and often lead to other
predictions than in the discrete case[17]; games on gr&h<p] and dynamic graphs [14, 26] are of ob-
vious importance for the evolution of cooperation. The jghmansitions in spatial games attract more and
more investigators wielding the tool-box of statisticalahanics and power laws[31], etc.

The main focus of the workshop was on mathematical methggolblowever, since most of the new
methods have been devised by applying them to very conoratepes from biology or experimental games,
it was important to also have several lectures concengratmnew applications. These include the study of
animal movement between spatially separated patchesghrine habitat selection game[1l] . Such new
directions enhance our understanding of evolutionary ousthhat predict individual behavior modeled by
game interactions.

In addition, experimental work on the evolution of coopinain Public Goods and Prisoner’s Dilemma
games pioneered by Fehr, Gachter, Milinski, et al. [12,drg] gaining new impetus in the last couple of
years. New results from groups led by Nowak and Cressmart finteresting cross-cultural similarities
and differences.

Presentation Highlights

During the workshop week, there were two concurrent programe on Evolutionary Games and the other
on Inclusive Fitness in Evolutionary Modeling. Many of thapics discussed in both workshops are of
mutual interest to all participants, hence there were matgractions between the two workshop during
open discussion sessions in the Max Bell Lecture Hall asageihformally in the lounge and dining hall.

In the first half of the morning, both workshops gathered togefor lectures from the Inclusive Fitness
group. David Queller (Rice University) spoke on non-addi joint effects, frequency dependence and
green beard effect; Andy Gardner (University of Oxford) ba genetic theory of kin selection; Mike Whit-
lock (University of British Columbia) on applications of@utionary model in discrete and spacial population
to evolution of recessive alleles and social evolutiorh&&#ien Lion (University of London) on inclusive fit-
ness theory applied to complex and realistic ecologicabdyins; Samuel Alizon (ETH) on kin selection
methods in evolutionary epidemiology; and finally Suzanhenso (Yale University) on how interactions
within and between sexes affect the evolution and ecologgmfoductive traits, paternity and male tactics,
sexual conflict and selection using phenotypic and genatitaling approaches with ocellated wrasse as the
focal species.

The rest of the day was filled with Evolutionary Games talkshwccasional visits from the Inclusive
Fitness group as well from the Focused Research Group ondbederobability. All of our twenty participants
gave talks covering a wide spectrum of themes:

e A few of our speakers presented work of interest to both wuoks in attendance.

— Jeff Fletcher (Portland State University) affirmed his &ktinat inclusive fithess is an accounting
method, not a fundamental mechanism. He argued that vatieosies of the evolution of altru-
ism rely on the same underlying requirement for sufficiesbasnent between the genotype in
qguestion and help from others.

— Feng Fu (Harvard University) presented a minimal model gfrioup favoritism in homogeneous
populations. The population is divided in groups accordm@ach individual's randomly as-
signed tag. Each individual has the same level of infoutgfaiping tendency. Individuals’ tags
and behavioral strategies are both heritable traits tteas@bject to mutation and selection. Feng
derived an analytical condition for cooperation to evolneler weak selection using coalescent
theory. The critical benefit-to-cost ratio reaches minimuhen individuals only help in-group
members and refrain from helping out-group members.
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— Sabin Lessard (Montréal University) discussed the edfettelatedness and population subdivi-
sion on long-term evolution based on interactions in finiteug-structured populations[21].

— Recent work of Hisashi Ohtsuki (Tokyo Institute of Techrglpon evolutionary games in island
model is of particular interest to the inclusive fithess gradisashi investigated the evolutionary
dynamics of games played in a subdivided population whitlbvia the Wright's island model.
He found that limited dispersal produces positive assiociatmong neighbors’ strategies, hence
coefficients of relatedness appear in the main equationredidts can be interpreted in terms of
inclusive fitness, and several previous results follow $keiwip.

e Theoretical studies of evolutionary games continues taifibu

— Tibor Antal (Harvard University) presented his recent warikh Fu, Nowak, Ohtsuki, Tarnita,
Taylor, Traulsen, Wage and Wakeley using perturbationrthieostudy games in phenotype space
under weak selection[2, 3]. The main focus is on determittiegstrategy that is most abundant
in the long run. The technique developed can be applied teegamith multiple strategies and
games in structured populations.

— Joseph Apaloo (St. Francis Xavier University) gave an oegnon the mathematical theory
for describing the eventual outcome of evolutionary gameslving single species as well as
multi-species evolutionary models[4].

e The effect of reputation, reward, and punishment on theutisl of cooperation and altruism re-
mains a fascinating topic. Prisoner’s Dilemma and Publiodsagyames have become the mathematical
metaphors for game theoretical investigations of cooperaehavior in respectively pairs and groups
of interacting individuals. Cooperation is a conundrumduse cooperators make a sacrifice to benefit
others at some cost to themselves. Exploiters or defeaars the benefits and forgo costs. Despite
the fact that groups of cooperators outperform groups adéatefs, Darwinian selection or utilitarian
principles based on rational choice should favor defectors