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Example ) ) )
Earth system science, climate science, finance, etc.



Generative model



Linear SCM

« Consider the linear structural causal model, or SCM,
Xi= Y. BiXeteg, JeV,
kepa(j,6)

where G = (V, E) is the underlying DAG with V= {1,...,p}, pa(j, G) are the graphical
parents of j € Vin G, and g, > 0.
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« Consider the linear structural causal model, or SCM,

Xi= Y. BiXeteg, JeV,
kepa(j,6)

where G = (V, E) is the underlying DAG with V= {1,...,p}, pa(j, G) are the graphical
parents of j € Vin G, and g, > 0.

+ Assume that the noise ¢, j € V, are regularly varying with index a > 0, i.e,,

P(gj > x) ~ L(X)x™ %, X — oo.
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« The literature that combines causality and extreme value theory is sparse.
« [Gissibl and Kliippelberg, 2018] consider the class of max-linear models

X :=ma a wXeogi ], JeWV
j max (kerpa(j)fG) B]h R 5}) J

In this framework, [Gissibl et al., 2020] show how to recover a certain class of DAGs
and the related edge weights.

« [Naveau et al.,, 2018] try to answer the counterfactual question "what the Earth's
climate might have been” without anthropogenic interventions, by studying
extreme climate events.
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Causal tail coefficient

- Consider X; and X;, two variables of the above SCM with cdfs Fj, j = 1,2.
+ We define the

M= qleOO E [Fz(Xz) ‘ X > Q] .

Example
X1 :=¢€1, ik st d ST
X =Xi+ e
My =1
M <1




A collection of causal models

« We try to distinguish the following causal structures.

& & (-G G- G

X() XO

& ® &-B® G ®



® &

My ="Txn=1/2

& ®

My <1, Tn<1

-G

M =1Txn<1
Xo
FM2=1Txn<1

Causal tail coefficient

+ Knowledge of ', and 5y allows us to distinguish the following cases:
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Causal discovery: EASE

- Our goal is to recover the causal order = of a heavy-tailed linear SCM over p
variables.
+ The input is a matrix ' € RP*P of causal tail coefficients [, j, R € V.

+ The algorithm is named Extremal Ancestral SEarch (EASE).
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m=(1,4,2,3)



Oracle property

« Consider a heavy-tailed linear SCM over p variables, with an underlying DAG G.
- Denote by Mg the set of causal orders of G.

If T is the input to , then the algorithm returns a permutation 7 € Mg.



Oracle property

« Consider a heavy-tailed linear SCM over p variables, with an underlying DAG G.
- Denote by Mg the set of causal orders of G.

If T is the input to , then the algorithm returns a permutation 7 € Mg.
This remains true in the case with



Estimator and asymptotics
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Causal tail coefficient estimator

 Let X;; and X5, i = 1,...,n, be independent copies of X; and X;, respectively, where
Xy and X, are two of the p variables of a heavy-tailed linear SCM.

« We propose the non-parametric estimator

~ 1<~
Mo =3 21: Fa(Xi) W Xin > Xin—ry. 1}
=

where
- F, is the empirical cdf of X,
* X(n—r),1 denotes the (n — k)-th order statistic of X;;, i =1,...,n,
+ k = k, depends on the sample size n.



Asymptotic properties

Let k, € N be an intermediate sequence with
Ry — oo and R,/n— 0, n— oo.
Then the estimator T+, is consistent, as n — oo, i.e.,

= p
M2 — 2.
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Asymptotic properties of the algorithm

XeRMP __Fn [ eoRrexp _EASE &
Let k, € N be an intermediate sequence with

Ry — oo and R,/n— 0, n— oo.
Then, as n — oo, is consistent, i.e.,

Pr(m¢Mg) — 0, asn— oo.



Simulations




Setting 1 — Linear SCMs with oo = 1.5
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Setting 2 — Hidden confounders with o = 1.5
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Setting 3 — Marginal transformation with o = 1.5
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How to choose k?

Performance of EASE in the linear SCM, for different fractional exponents x € [0.2,0.7],

where kR, = n*.
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Application: river data
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River structure

- Dataset from [Asadi et al., 2015].
« Daily data, from 1960 to 2009, with n = 4600.
+ Only summer months, due to heavy rainfalls.
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River structure

Causal order from EASE: 7 = (23,32,26,28,19,21,11,9,7,14,13,1).
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« EASE is a fast algorithm that is consistent as n — co.
« The results hold also with hidden confounders.

@ Gnecco, N., Meinshausen, N., Peters, J., and Engelke, S. (2021).
Causal discovery in heavy-tailed models.
Annals of Statistics, 49(3):1755-1778.



Thank You!
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Application: financial data



EURCHF exchange rate

« Return of (EURCHF), and the returns of ,
and in a period from January 2005 to September 2019.
- How do shocks in the exchange rate influence returns of large Swiss stocks?
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Cause and effects

- Estimates of W € [1/2, 1] (a two-sided version of ') show that the extremes of the
exchange rate drive large changes in the stocks’ returns, but not vice versa.
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Cause and effects

- Estimates of W € [1/2, 1] (a two-sided version of ') show that the extremes of the
exchange rate drive large changes in the stocks’ returns, but not vice versa.

E Ne No Ro

@ . 0.86 0.90 0.90\ E

v—|072 . 0.85 0.87 | Ne
®® 072 0.94 : 0.81 | No

0.71 094 0.86 . Ro

Causal order from EASE: 7 = (E, No, Ro, Ne).



Causal coefficient over time

- Plot of estimates W between EURCHF and Novartis using a rolling window of 1500

days.

=

0.91

0.8+

0.7

0.64

0.51

2012

2014

2016
Date

2018

2020

P

B WEURCHF — Novartis
By

® Wnovartis . EURCHF



0.50 1 1
0.50 1 0.50

r:
@ @ 0.59 0.68 0.59
\®/ \@ 0.54 0.50 0.54



0.50 1 1
0.50 1 0.50

r:
@ @ 0.59 0.68 0.59
\®/ \@ 0.54 0.50 0.54

+ Take the column-wise maxima M, j € V.



0.50

1 0.50

0.59

0.54 0.50 0.54

@®/@® ]

+ Take the column-wise maxima M, j € V.



1 0.50

r p—
@ @ 0.68 0.59

0.54 0.50 0.54

+ Take the column-wise maxima M, j € V.

+ Choose the column j with the smallest M;. In this
casej=1.



0.50 1 1
0.50 1 0.50
0.59 0.68 0.59

@ _®
W W |

+ Take the column-wise maxima M, j € V.

=1, ) + Choose the column j with the smallest M;. In this
/ casej=1.

« Update causal order.



1 0.50
0.68 0.59

@ _®
w W |



1 0.50
0.68 0.59

@ _®
w W |

+ Take the column-wise maxima M;, j € V\ {1}.

W:(1=7’)



1 0.50

@ _®
w W |

+ Take the column-wise maxima M;, j € V\ {1}.

[ =

W:(1=7’)



1 0.0
0.68

@ _®
w W |

+ Take the column-wise maxima M;, j € V\ {1}.

=1 ) + Choose the column j with the smallest M;. In this
casej = 4.



1 0.50
0.68 0.59

@ _®
w W |

+ Take the column-wise maxima M;, j € V\ {1}.

r=04 ) + Choose the column j with the smallest M;. In this
casej = 4.

« Update causal order.



m= (1,4, ,)



® ®
w ®

m=(1,4,)

+ Take the column-wise maxima M;, j € V\ {1,4}.



@ )
® W

+ Take the column-wise maxima M;, j € V\ {1,4}.

m=(1,4,)



r =
® ®
w W
r=04 ) + Choose the column j with the smallest M;. In this
casej=2.

+ Take the column-wise maxima M;, j € V\ {1,4}.



& _®
w ®

m=(1,4,2,)

+ Take the column-wise maxima M;, j € V\ {1,4}.

+ Choose the column j with the smallest M;. In this

casej=2.

« Update causal order.



@\ /®\
% ®

m=(1,4,2,3)

+ Take the column-wise maxima M;, j € V\ {1,4}.

+ Choose the column j with the smallest M;. In this

casej=2.

« Update causal order.
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