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I. Variational Analysis Tools

N #
∞ =

{
N ⊂ IN

∣∣∣ ∀N ′ ∈ N∞, N ∩ N ′ 6= ∅
}

N∞ =
{

N ⊂ IN
∣∣∣ ∀N ′ ∈ N #

∞, N ∩ N ′ 6= ∅
}
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Sets Limits

Definition
Given {Cν ⊂ IRn}ν∈IN , the outer limit is the set

Limsup
ν→∞

Cν =
{

x
∣∣∣ ∃N ∈ N #

∞, ∃ xν ∈ Cν (ν ∈ N) with xν →N x
}

while the inner limit is the set

Liminf
ν→∞

Cν =
{

x
∣∣∣ ∃N ∈ N∞, ∃ xν ∈ Cν (ν ∈ N) with xν →N x

}
The limit of the sequence exists if the outer and inner limit sets
are equal:

Lim
ν→∞

Cν = Limsup
ν→∞

Cν = Liminf
ν→∞

Cν ,

then Cν → C; Painlevé-Kuratowski convergence.
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Properties of Set Limits

IB(xν, ρν) → IB(x , ρ) when xν → x and ρν → ρ. When
ρν →∞, IB(xν, ρν) → IRn, their complements → ∅.
For set D ⊂ IRn with cl D = IRn but D 6= IRn (e.g., D = the
rational vectors), D ≡ Cν → IRn, not to D.
Liminfν Cν and Limsupν Cν (and Limν Cν) are closed;
Cν ↗ =⇒ Limν Cν = cl

⋃
ν Cν ,

Cν ↘ =⇒ Limν Cν =
⋂

ν cl Cν

∅ 6= Cν and C closed, Limsupν dCν (0) < ∞,
Cν → C ⇐⇒ ∀ x , Limsupν prjCν (x) ⊂ prjC(x).
also convex: Cν → C ⇐⇒ prjCν (x) → prjC(x) ∀x
Cν convex =⇒ Liminfν Cν (and Lim Cν) convex,
if C = Liminf Cν , for any compact set B ⊂ int C,
then B ⊂ int Cν for ν large enough.
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Convergence of solutions of convex systems
Theorem

Cν =
{

x ∈ X ν
∣∣ Lν(x) ∈ Dν

}
, C =

{
x ∈ X

∣∣ L(x) ∈ D
}
,

Lν, L : IRn → IRm linear; X ν, X ⊂ IRn and Dν, D ⊂ IRm convex; and
that L(X ) cannot be separated from D. If Lν → L,
Liminfν X ν ⊃ X and Liminfν Dν ⊃ D, then Liminfν Cν ⊃ C.

Lν → L, X ν → X , Dν → D =⇒ Cν → C.

? for linear mappings Lν → L and convex sets Dν → D, if D and
rge L cannot be separated, then (Lν)−1(Dν) → L−1(D).
? Aν → A, bν → b, A full rank,

{
x

∣∣ Aνx = bν
}
→

{
x

∣∣ Ax = b
}

.
? Liminfν(Cν

1 ∩ Cν
2 ) ⊃ Liminfν Cν

1 ∩ Liminfν Cν
2 holds when

Cν
1 , Cν

2 are convex and Liminfν Cν
1 , Liminfν Cν

2 cannot be
separated. Indeed,

Cν
1 → C1, Cν

2 → C2 =⇒ Cν
1 ∩ Cν

2 → C1 ∩ C2

as long as C1 and C2 cannot be separated.
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The graph of a set-valued mapping

x → sets(U) collection of all subsets of U, or
gph S =

{
(x , u)

∣∣ u ∈ S(x)
}
⊂ X × U

S : X →→ U, S(x) =
{

u
∣∣ (x , u) ∈ G

}
, G = gph S.

dom S =
{

x
∣∣ S(x) 6= ∅

}
, rge S =

{
u

∣∣ ∃ x with u ∈ S(x)
}

S(C) :=
⋃

x∈C
S(x) =

{
u

∣∣ S−1(u) ∩ C 6= ∅
}
,

while the inverse image of a set D is

S−1(D) :=
⋃

u∈D
S−1(u) =

{
x

∣∣ S(x) ∩ D 6= ∅
}
.
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Examples

F : X → IRm, F−1 possibly set-valued, rge F−1 = X .
F : X → IRm, F (x) = (f1(x), . . . , fm(x)),
for u = (u1, . . . , um) ∈ IRm,

F−1(u) =
{

x ∈ X
∣∣ fi(x1, . . . , xn) = ui , i = 1, . . . , m

Generalized equations and implicit mappings.

find x̄ such that S(x̄) 3 ū

S : IRn →→ IRm. Emphasis on the behavior of S−1(u) near ū.
Algorithmic mappings and fixed points. S : IRn →→ IRn:
x̄ ∈ S(x̄) is a fixed point
Finding x̄ : from x0 use the rule xν ∈ S(xν−1), i.e.,

x1 ∈ S(x0), x2 ∈ (S ◦S)(x0), . . . , xν ∈ (S ◦ · · · ◦S)(x0).
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Semicontinuity

Definition
A set-valued mapping S : IRn →→ IRm is outer semicontinuous
(osc) at x̄ if

Limsup
x→x̄

S(x) ⊂ S(x̄),

or equivalently Limsupx→x̄ S(x) = S(x̄).
It’s inner semicontinuous (isc) at x̄ if

Liminf
x→x̄

S(x) ⊃ S(x̄),

equivalently, Liminfx→x̄ S(x) = S(x̄) when S is closed-valued.
It’s continuous at x̄ if it’s osc and isc, i.e.,

if S(x) → S(x̄) as x → x̄ .
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Outer- and Inner-semicontinuity

(a) (b)

gph S gph S

x x

mIR mIR

nIR nIR

(x, S(x))
(x, S(x))
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Profile Mappings

f

x

IR

nIR

fE (x)

fgph E = epi f
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Profile Mappings

For f : IRn → IR, the epigraphical profile mapping Ef : IRn →→ IR1

Ef (x) =
{
α ∈ IR

∣∣ α ≥ f (x)
}
,

has gph Ef = epi f , dom Ef = dom f , and E−1
f (α) = lev≤α f .

Ef is osc at x̄ ⇐⇒ f is lsc at x̄
it’s isc at x̄ ⇐⇒ f is usc at x̄ .
Ef continuous at x̄ ⇐⇒ f continuous at x̄ .
α 7→ lev≤α f osc ⇐⇒ f lsc
the hypographical profile mapping Hf : IRn →→ IR1 with
Hf (x) =

{
α ∈ IR

∣∣ α ≤ f (x)
}

: analogous properties
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Graph Convexity

int S(x)

x

gph S

nIR

mIR
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Inner semicontinuity from convexity

Theorem
Consider a mapping S : IRn →→ IRm and a point x̄ ∈ IRn.

(a) If S is convex-valued and int S(x̄) 6= ∅, then a necessary
and sufficient condition for S to be isc relative to dom S at x̄ is
that for all u ∈ int S(x̄) there exists W ∈ N (x̄ , u) such that
W ∩ (dom S × IRm) ⊂ gph S; in particular, S is isc at x̄ if and only
if (x̄ , u) ∈ int(gph S) for every u ∈ int S(x̄).

(b) If S is graph-convex and x̄ ∈ int(dom S), then S is isc at x̄ .
(c) If S is isc at x̄ , so is x 7→ con S(x).

Moreover: Let T (w) =
{

x
∣∣ fi(x , w) ≤ 0, i = 1, . . . , m

}
with fi finite, continuous, fi(·, w) convex in x .

If for w̄ ,∃ x̄ such that fi(x̄ , w̄) < 0 for all i ,
then T is continuous on a neighborhood of w̄ .
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Pointwise and graphical limits

(p-Limsupν Sν)(x) = Limsupν Sν(x)

(p-Liminfν Sν)(x) = Liminfν Sν(x)

when equal, the pointwise limit p-Limν Sν exists
graphical outer limit , g-Limsupν Sν :

gph(g-Limsup
ν

Sν) = Limsup
ν

(gph Sν)

graphical inner limit , g-Liminfν Sν :

gph(g-Liminf
ν

Sν) = Liminf
ν

(gph Sν)

they agree, the graphical limit g-Limν Sν exists
All these mappings are osc
p-Limν Sν = g-Limν Sν , requires equi-outer semicontinuity

Roger J-B Wets Multi-Agent Optimization



Set Convergence
Set-Valued Mappings

Epi-convergence

Approximation of generalized equations

Theorem
Consider the generalized equation Sν(x) 3 ūν as an
approximation to the generalized equation S(x) 3 ū, with
solution sets (Sν)−1(ūν) and S−1(ū); assume the mappings
S, Sν : IRn →→ IRm are closed-valued.

(a) When g-Limsupν Sν ⊂ S, one has for every choice of
ūν → ū that Limsupν(S

ν)−1(ūν) ⊂ S−1(ū). Thus, any cluster
point of a sequence of approximate solutions is a true solution.

(b) When g-Liminfν Sν ⊃ S,
S−1(ū) ⊂

⋂
ε>0 Liminfν (Sν)−1(IB(ū, ε)

)
. So, every true solution

is the limit of approximate solutions for some ūν → ū.
(c) When Sν →g S, both conclusions hold.
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Framework

’Classical’: fcn(IRn) =
{

f : IRn → IR
}

’New’: fv -fcn(IRn) =
{

f : D → IR
∣∣ for some ∅ 6= D ⊂ IRn}

Epigraph: epi f =
{
(x , α) ∈ D × IR

∣∣ α ≥ f (x)
}
⊂ IRn+1,

when f ∈ fcn(IRn), epi f =
{
(x , α) ∈ IRn+1 ∣∣ α ≥ f (x)

}
.

Definition
When f ∈ fv -fcn(IRn) its lsc (lower semicontinuous) if
liminfν f (xν) < ∞, then for some subsequence

- if x ∈ D: liminfν f (xν) ≥ f (x), and
- if x ∈ cl D \ D: f (xν) →∞.

Roger J-B Wets Multi-Agent Optimization
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Epi-limits

Definition

A sequence of functions
{

f ν , ν ∈ IN
}

epi-converges to f when
epi f ν → epi f as subsets of IRn+1; f belongs to fv -fcn(IRn) or
fcn(IRn). One writes f ν →e f .

epi f = outer limit of {epi f ν}, then f is the lower epi-limit
epi f = inner limit of {epi f ν}, then f is the upper epi-limit

Theorem
Let {f ν}ν∈IN be a sequence of functions with domains in IRn.
Then, the lower and upper epi-limits and the epi-limit, are all
lsc.; the family of lsc functions is closed under epi-convergence.
If the f ν are convex, so is the upper epi-limit, and the epi-limit, if
it exists.
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Epi-topology

x

f!

f
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Analytic version

Example

Epi-limits are not necessarily in fv -fcn(IRn).

f ν(x) =


−ν2x if 0 ≤ x ≤ ν−1,
ν2x − 2ν if ν−1 ≤ x ≤ 2ν−1,
0 for x ≥ 2ν−1,

converge to f ≡ 0 on (0,∞) and f (0) = −∞

Theorem

Let
{

f : D → IR, f ν : Dν → IR
}

in fv -fcn(IRn). Then, f ν →e f ⇐⇒
(a) ∀ xν ∈ Dν → x in D, liminfν f ν(xν) ≥ f (x),
(a∞) for all xν ∈ Dν → x /∈ D, f ν(xν)↗∞,
(b) ∀x ∈ D, ∃ xν ∈ Dν → x such that limsupν f ν(xν) ≤ f (x).
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Convergence of solutions

Theorem

Consider a sequence
{

f ν : Dν → IR, ν ∈ IN} ⊂ fv -fcn(IRn)
epi-converging to f : D → IR, also in fv -fcn(IRn). Then

lim sup
ν→∞

(inf f ν) ≤ inf f .

Moreover,
if xk ∈ argminDνk f νk for {νk} and xk → x̄ , then
x̄ ∈ argminD f and minDνk f νk → minD f .
If argminD f is a singleton, then every convergent
subsequence of minimizers converges to argminD f .

Roger J-B Wets Multi-Agent Optimization
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Tight epi-convergence

Definition
{f ν : Dν → IR} ⊂ fv -fcn(IRn) epi-converges tightly to f : D → IR,
when f ν →e f and for all ε > 0, there exist a compact set Bε and
an index νε such that

∀ ν ≥ νε : infBε∩Dν f ν ≤ infDν f ν + ε.

Theorem
{f ν : Dν → IR}ν∈IN ⊂ fv -fcn(IRn) epi-converges to f : D → IR with
infD f finite. Then, they epi-converge tightly

(a) ⇐⇒ infDν f ν → infD f .
(b) ⇐⇒ ∃ εν ↘0: εν-argmin f ν → argmin f .

Remark: no convergence of dom f ν to dom f .
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Reconciliation: f ∈ fcn(IRn)

Define
pr -fcn(IRn) :=

{
f ∈ fcn(IRn)

∣∣ −∞ < f 6≡ ∞
}
,

the proper functions in fcn(IRn); f is proper if f > −∞ and
f 6≡ ∞, i.e., finite on dom f (minimization context).

A bijection η between fv -fcn(IRn) and pr -fcn(IRn):
for f : D → IR, set ηf = f on D and ηf ≡ ∞ on IRn \ D.
for f ∈ pr -fcn(IRn), η−1f = restriction of f to dom f .

Important: this bijection doesn’t affect epigraphs. Thus,
epi-conv. in fv -fcn(IRn) ⇐⇒ epi-conv. in pr -fcn(IRn).
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Hypo-convergence

Maximization setting: pass from f to −f .
Terminology: min to max (inf to sup), ∞ to −∞, epi to hypo,
≤ to ≥ (and vice-versa), lim inf to lim sup (and vice-versa),
and lsc to usc.

Definition

f ν →h f , when −f ν →e − f , or equivalently if hypo f ν → hypo f .
Hypo-convergence tightly . . . The family of usc functions is
closed under hypo-convergence.
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