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Multi-Agent Optimization

@ 0. Introduction

e Roger Guesnerie & Adam lectures
flow control: transportation, communication (hot topic)
energy pricing: oligopoly, price setting
financial markets: introduction of new instruments
economic modeling
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Multi-Agent Optimization

@ 0. Introduction
e Roger Guesnerie & Adam lectures
flow control: transportation, communication (hot topic)
energy pricing: oligopoly, price setting
financial markets: introduction of new instruments
economic modeling
@ 1. Variational Analysis Tools
@ 2. Deterministic Problems
e foundations & computational schemes
@ 3. Stochastic Problems (Walras)
e foundations & computational schemes
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|. Variational Analysis Tools
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|. Variational Analysis Tools

N ={NCN|YN €N, NON 0}
N ={NCN|yN eNt, NON #0}
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Set Convergence

Sets Limits

Given {C” C R"},cn, the outer limitis the set

Limsup C” = {x|dAN e N*, Ix¥ € C” (v € N) with x” - x
oo N

V—00

while the inner limit is the set

Liminf C” = {x’EIN e N, I3x¥ € C”(v € N) with x"vx}
vV—00
The limit of the sequence exists if the outer and inner limit sets
are equal:
Lim C” = Limsup C” = Liminf C",

V—00 Y50 V—00

then C¥ — C; Painlevé-Kuratowski convergence.
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Set Convergence
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Set Convergence

Properties of Set Limits

@ B(x*, p”) — B(x, p) when x* — x and p* — p. When
p’ — oo, B(x¥, p”) — R", their complements — .
@ For set D c R" with c1D =R" but D # R" (e.g., D = the
rational vectors), D = C¥ — R", not to D.
@ Liminf, C¥ and Limsup, C” (and Lim, C") are closed;
e ¢/ = Lim,C"=cllJ,C",
C"\. = Lim,C"=(),clC
@ () # C” and C closed, Limsup,, d¢»(0) < oo,
C" — C <= Vx,Limsup, prj.(X) C prj,(x).
also convex: C¥ — C <= prjc.(X) — prjo(x) Vx
@ C”convex — Liminf, C” (and Lim C") convex,
if C = Liminf C”, for any compact set B C int C,
then B C int C” for v large enough.
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Set Convergence

Convergence of solutions of convex systems

C" ={xe X"|L"(x) e D"}, C = {x e X| L(x) € D},
LY, L:R" — R™ linear; X", X c R" and D*, D c R™ convex; and
that L(X) cannot be separated from D. If LY — L,

Liminf, X¥ D X and Liminf,, D > D, then Liminf, C* D C.

LY¥—-L XX—-X, D)V—-D = C"—C.
x for linear mappings LV — L and convex sets D¥ — D, if D and
rge L cannot be separated, then (LV)~1(D") — L~(D).
* AV — A, b” — b, Afull rank, {x|A"x = b"} — {x|Ax = b}.
* Liminf, (C} N C¥) D Liminf, C} N Liminf, C4 holds when
Cy, Cy are convex and Liminf, CY, Liminf, Cy cannot be
separated. Indeed,

Ci—C, CG—-C = CinCi—CinG

as long as Cy and C, cannot be separated.
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Set-Valued Mappings

The graph of a set-valued mapping

@ x — sets(U) collection of all subsets of U, or
@ gphS={(x,u)|ue S(x)} c XxU

S:X=U, S(x)={u|(x,u)e G}, G=gphS.
dom S = {x | S(x) # 0}, rgeS:{u{EIX with u € S(x)}

S(C) = UXGC = {u| S7'(u)yn C # 0},

while the inverse image of a set D is

S~Y(D) = UueD S u)={x|S(x)ND #0}.
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Set-Valued Mappings

rgeS \\\\\\\\\\

Roger J-B Wets Multi-Agent Optimization



Set-Valued Mappings

Examples

@ F: X — R™ F~' possibly set-valued, rge F~' = X.
o F:X —R™ F(x)=(f(X), ..., H(x)),
foru=(uy,...,um) € R,

F ' (u)={xeX|fi(x1,....xn) =uj, i=1,....m
@ Generalized equations and implicit mappings.
find x such that S(x) > u

S :R" = R™. Emphasis on the behavior of S~'(u) near .
@ Algorithmic mappings and fixed points. S : R" = R":

X € S(X) is a fixed point

Finding x: from x° use the rule x” € S(x*~1), i.e.,

x' e S(x%), X2 € (So8)(xY), ..., x € (So --- o S)(xY).



Set-Valued Mappings

Semicontinuity

Definition
A set-valued mapping S : R” = R™ is outer semicontinuous
(osc) at x if
Limsup S(x) C S(x),
X—X
or equivalently Limsup,_ .3 S(x) = S(X).
It's inner semicontinuous (isc) at X if

Liminf S(x) > S(X),

X—X

equivalently, Liminf,_,3 S(x) = S(Xx) when S is closed-valued.
It's continuous at X if it's osc and isc, i.e.,
if S(x) — S(x) as x — X.
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Set-Valued Mappings

Quter- and Inner-semicontinuity

R @ R™ ()
(x, S() (%, S(x))
b /é/;/
geh S /. _gphs
2z £4 !
X RN X RN
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Set-Valued Mappings

Profile Mappings

>

X IRD
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Set-Valued Mappings

Profile Mappings

For f : R" — R, the epigraphical profile mapping E; : R" = R’
Ei(x)={acR|a>f(x)},
has gph E; = epif, dom E; = dom f, and Ef_1(a) =lev<q f.

@ Esisoscatx < fislscatx

@ it'siscat x «— fisusc at x.

@ E; continuous at x < f continuous at x.

@ a—leve,fosc < flsc

e the hypographical profile mapping H; : R" = R' with
Hi(x) = {a € R|a < f(x)}: analogous properties

Roger J-B Wets Multi-Agent Optimization






Set-Valued Mappings

Inner semicontinuity from convexity

Theorem

Consider a mapping S : R" = R™ and a point x € R".

(a) If S is convex-valued and int S(x) # (), then a necessary
and sufficient condition for S to be isc relative to dom S at x is
that for all u € int S(X) there exists W € N (X, u) such that
W N (dom S x R™) C gph S; in particular, S is isc at X if and only
if (X, u) € int(gph S) for every u € int S(x).

(b) If S is graph-convex and x € int(dom S), then S is isc at X.

(c) If Sisisc at X, so is x — con S(x).
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Set-Valued Mappings

Inner semicontinuity from convexity

Theorem

Consider a mapping S : R" = R™ and a point x € R".

(a) If S is convex-valued and int S(x) # (), then a necessary
and sufficient condition for S to be isc relative to dom S at x is
that for all u € int S(X) there exists W € N (X, u) such that
W N (dom S x R™) C gph S; in particular, S is isc at X if and only
if (X, u) € int(gph S) for every u € int S(x).

(b) If S is graph-convex and x € int(dom S), then S is isc at X.

(c) If Sisisc at X, so is x — con S(x).

Moreover: Let T(w) = {x|fi(x,w) <0, i=1,...,m}
with f; finite, contlnuous fi(-, w) convex in x.

If for w, 3 x such that f;(x, w) < 0 for all /,
then T is continuous on a neighborhood of w.
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Set-Valued Mappings

Pointwise and graphical limits

@ (p-Limsup, S$”)(x) = Limsup, S”(x)

@ (p-Liminf, S”)(x) = Liminf, $”(x)

@ when equal, the pointwise limit p-Lim, S” exists
@ graphical outer limit, g-Limsup,, S”:

gph(g-Limsup S”) = Limsup(gph S”)

@ graphical inner limit, g-Liminf, S”:
gph(g-Liminf S”) = Liminf(gph S”)
@ they agree, the graphical limit g-Lim,, S” exists

@ All these mappings are osc
@ p-Lim, S = g-Lim, S”, requires equi-outer semicontinuity
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Set-Valued Mappings

Approximation of generalized equations

Theorem

Consider the generalized equation S”(x) > u” as an
approximation to the generalized equation S(x) > u, with
solution sets (S*)~'(0”) and S~'(&i); assume the mappings
S, S : R" = R™ are closed-valued.
(a) When g-Limsup,, S” C S, one has for every choice of
U’ — U that Limsup,(S*)~'(4¥) ¢ S~'(u). Thus, any cluster
point of a sequence of approximate solutions is a true solution.
(b) When g-Liminf, S O S,
S=1(t) C .~ Liminf, (8*) " (B(T,<)). So, every true solution
is the limit of approximate solutions for some u¥ — u.
(c) When S” 2, S, both conclusions hold.
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Epi-convergence

Framework

'Classical’: fen(R") = {f: R" — R}
‘New': fvfcnIR” {f: D—R| forsome 0 # D CR"}

Epigraph: epif = {(x,a) € D x R|a > f(x)} C R™,
when f € fen(R"), epif = {(x,a) € R | a > f(x)}.

Definition

When f € fv-fen(R") its Isc (lower semicontinuous) if
liminf, f(x”) < oo, then for some subsequence

- if x € D: liminf, f(x*) > f(x), and

-ifxeclD\ D: f(x") — .
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Epi-convergence

Epi-limits

Definition

A sequence of functions {f*, v € N} epi-converges to f when
epi f¥ — epi f as subsets of R™; f belongs to fv-fen(R") or
fen(R"). One writes f &, f.

@ epi f = outer limit of {epi f*}, then f is the lower epi-limit
@ epif = inner limit of {epi f}, then f is the upper epi-limit

Let {f"}, v be a sequence of functions with domains in R".
Then, the lower and upper epi-limits and the epi-limit, are all
Isc.; the family of Isc functions is closed under epi-convergence.
If the f¥ are convex, so is the upper epi-limit, and the epi-limit, if
it exists.
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Epi-convergence

Epi-topology
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Epi-convergence

Analytic version

Epi-limits are not necessarily in fv-fen(R").

—12x ifo<x<wv 1,
fP(x)=<1v2x—2v ifv 1 <x<2v 1,
0 for x > 21,

converge to f =0on (0,00) and f(0) = —

Let{f: D—R,f’: D* — R} in fv-fen(R"). Then, f* &, f <
(@) Vx¥ € DV — x in D, liminf, f*(x*) > f(x),
(a>) forallx¥ € DV — x ¢ D, f*(x") / o0,
(b) Vx € D, 3x¥ € D — x such that limsup,, f*(x*) < f(x).
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Epi-convergence

Convergence of solutions

Theorem

Consider a sequence {f*: D" — R, v € N} C fv-fen(R")
epi-converging to f: D — R, also in fv-fcn(R"). Then

limsup (inff”) < inff.

V—00

Moreover,
@ if XX € argminp,, ¢ for {vx} and xX — x, then
X € argminp f and minpy, "< — minp f.

@ [fargminp, f is a singleton, then every convergent
subsequence of minimizers converges to argminp f.
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Epi-convergence

Tight epi-convergence

Definition
{f": D" — R} C fv-fen(R") epi-converges tightlyto f: D — R,
when f“ £, f and for all ¢ > 0, there exist a compact set B. and
an index v, such that

Vv>wv.: infgape ¥ <infp. ¥ +¢.

{f": D" — R},qy C fv-fcn(R") epi-converges to f: D — R with
infp f finite. Then, they epi-converge tightly

(a) < infp. ¥ —infpf.

(b) < J&”\.0:e*argmin f¥ — argmin f.

Remark: no convergence of dom f“ to dom f.
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Epi-convergence

Reconciliation: f € fen(R")

Define

pr-fen(R") := {f € fen(R") | — oo < f # oo},
the proper functions in fcn(R"); f is properif f > —oo and
f # oo, i.e., finite on dom f (minimization context).

A bijection n between fv-fcn(R") and pr-fen(R"):
forf: D— R, setnf=fon Dandnf=ocoonR"\ D.
for f € pr-fen(R"), n~'f = restriction of f to dom f.

Important: this bijection doesn’t affect epigraphs. Thus,
epi-conv. in fv-fen(R") <= epi-conv. in pr-fen(R").
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Epi-convergence

Hypo-convergence

Maximization setting: pass from f to —f.

Terminology: min to max (inf to sup), co to —oo, epi to hypo,
<to > (and vice-versa), liminf to lim sup (and vice-versa),
and Isc to usc.

Definition

v I, f, when —f” &, — f, or equivalently if hypo f* — hypo f.
Hypo-convergence tightly ... The family of usc functions is
closed under hypo-convergence.

Roger J-B Wets Multi-Agent Optimization



	Set Convergence
	Set-Valued Mappings
	Epi-convergence

