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Abstract

We consider two symmetric function operators defined by Haglund,
Morse and Zabrocki [12] which play an important role in the study
of the combinatorics of the space of diagonal harmonics.
In this work, we give combinatorial interpretations of those
symmetric function operators applied to basis symmetric functions,
especially Schur functions.
We also relate the operators iteratively applied to 1 and the
Hall-Littlewood symmetric functions and derive a new way of
calculating the charge statistics.



Introduction : Diagonal Harmonics

Consider the ring Rn of coinvariants for the diagonal action of the
symmetric group Sn on Cn ⊕ Cn;

Rn = C[x , y ]/I ,

where C[x, y] = C[x1, y1, . . . , xn, yn] is the ring of polynomial
functions on Cn ⊕ Cn, the symmetric group acts “diagonally” (i.e.,
permuting the x and y variables simultaneously), and the ideal
I = ((x, y) ∩ C[x, y]Sn) is generated by all Sn-invariant polynomials
without constant term. The Sn action respects the double grading

Rn =
⊕
r ,s

(Rn)r ,s (0.1)

given by the x and y degrees.



A formula for the character of Rn as a doubly graded Sn module
was conjectured in [6] and proved in [17]. The formula expresses
the character in terms of Macdonald polynomials, as follows. Let
F denote the Frobenius characteristic: the linear map from Sn

characters to symmetric functions that sends the irreducible
character χλ to the Schur function sλ(X ). Encoding the graded
character of Rn by means of its Frobenius series

FRn(X ; q, t) =
∑
r ,s

qr tsF char(Rn)r ,s , (0.2)

its value is given by the following theorem.



Macdonald Polynomials

I Macdonald [22] : Pλ[X ; q, t], and the integral form

Jµ[X ; q, t] = hµ(q, t)Pµ[X ; q, t]

=
∑
λ`|µ|

Kλµ(q, t)sλ[X (1− t)],

where hµ(q, t) =
∏

c∈µ(1− qa(c)t l(c)+1).

I

Hµ[X ; q, t] := Jµ

[
X

1− t
; q, t

]
=
∑
λ`|µ|

Kλµ(q, t)sλ[X ].

I Modified Macdonald polynomials

H̃µ[X ; q, t] := tn(µ)Hµ[X ; q, 1/t] =
∑
λ`|µ|

K̃λµ(q, t)sλ[X ],

where K̃λµ(q, t) = tn(µ)Kλµ(q, t−1).



Theorem ([17])

Let ∇ be the linear operator defined in terms of the modified
Macdonald symmetric functions H̃µ(X ; q, t) by

∇H̃µ = tn(µ)qn(µ′)H̃µ, (0.3)

where µ is a partition of n, µ′ is its conjugate and
n(µ) =

∑
i (i − 1)µi . Then we have

FRn(X ; q, t) = ∇en[X ], (0.4)

where en[X ] is the nth elementary symmetric function.



Combinatorial Consequences

I Garsia, Haiman [6] : dimCRn = (n + 1)(n−1),

dimCRε
n = Cn =

1

n + 1

(
2n

n

)
,

where Rε
n is the subspace of Sn-antisymmetric elements, Cn is

the nth Catalan number.

I Garsia, Haglund [4, 5] :

Cn(q, t) =
∑
π∈L+

n,n

qarea(π)tbounce(π) =< ∇en, en >,

where Cn(q, t) is a q, t-analog of the Catalan number
satisfying Cn(1, 1) = Cn.



Nabla Operator

- ∇ was introduced by F. Bergeron, Garsia, Haiman and Tesler [2].Nested Quantum Dyck Paths and ∇(sλ) 3

Table 1 Summary of research on the combinatorics of the nabla operator

Algebraic object Combinatorial model Conjectured by Proved by

〈∇(en), s1n 〉 q, t-Dyck paths Haglund [11] (cf. [10]) Garsia and Haglund

[8, 9]

〈∇(en), h1n 〉 q, t-parking functions Haglund, Loehr [14, 22] Open

〈∇(en), edhn−d〉 q, t-Schröder paths Egge, Haglund [13]

et al [7]

〈∇m(en), s1n 〉(m > 1) m-Dyck paths Loehr [21] Open

〈∇m(en), h1n 〉(m > 1) Labeled m-Dyck paths Loehr and Remmel [24] Open

〈∇m(en), hµ〉(m ≥ 1) Labeled m-Dyck paths Haglund Open

et al. [17]

〈∇(pn), s1n 〉 q, t-square paths Loehr and Warrington [25] Can and Loehr [5]

〈∇(pn), hµ〉 Labeled square paths Loehr and Warrington [25] Open

〈∇q=1(sλ/ν ), sµ〉 Digraphs Lenart [19] Lenart [19]

〈H̃µ, hµ〉 Fillings of F (µ) Haglund [12] Haglund et al.

[15, 16]
new conjecture that gives a combinatorial interpretation for every entry in the matrix

(mµ)[∇](sλ). We shall see that this conjecture unifies and clarifies the partial conjectures

mentioned in Table 1.

In Section 2 of this paper, we describe our conjectured combinatorial model for

the monomial expansion of ∇(sλ) and explain some connections to the more specialized

conjectures in Table 1. In Section 3, we give a proof of our conjecture when q = 1; the

proof relies heavily on the combinatorics of the inverse Kostka matrix K−1 = (sµ)[id](mλ).

In Section 4, we outline a combinatorial approach that, if implemented, would prove the

full conjecture. The proof method suggested in this final section, which relies heavily on

the recently discovered combinatorial interpretation for modified Macdonald polynomi-

als, reduces all the extant nabla conjectures to the problem of defining sign-reversing

involutions on certain explicit collections of signed, weighted objects.

2 The Combinatorial Model

This section presents our conjectured formula for the monomial expansion of ∇(sλ). To

prepare for this formula, we must first review the known combinatorial interpretation

for 〈∇(en), s1n〉 and the conjectured interpretation for the monomial expansion of ∇(en).

2.1 Quantum Dyck paths

Fix a positive integer n. A Dyck sequence of length n is a list g = (g0, g1, . . . , gn−1) of non-

negative integers such that g0 = 0 and gi+1 ≤ gi + 1 for all i < n − 1. The area of a Dyck
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Conjectures

I Haglund, Loehr [11] : the Hilbert series of Rn is

Hn(q, t) =< ∇en, e
n
1 >=

∑
r ,s

qr tsdim(Rn)r ,s

=
∑

p∈PFn

qdinv(P)tarea(P).

I Haiman, Haglund, Loehr, Remmel, Uylanov [9] :

〈∇en[X ], hλ[X ]eµ[X ]〉 =
∑

f ∈PFλ

tarea(f )qdinv(f ).

I Loehr, Warrington [20] :

< ∇(sλ, s1n >= sgn(λ)
∑

G∈NDPλ

tarea(G)qdinv(G).



Plethysm

; simplifies the notation for compositions of power sum functions
and symmetric functions.

Definition
Let E = E (t1, t2, . . . ) be a formal Laurent series with rational
coefficients in t1, t2, . . . . We define the plethystic substitution
pk [E ] by replacing each ti in E by tk

i , i.e.,

pk [E ] := E (tk
1 , t

k
2 , . . . ).

For any arbitrary symmetric function f , the plethystic substitution
of E into f , denoted by f [E ], is obtained by extending the
specialization pk 7→ pk [E ] to f .

There is a special symbol ε which will represent a negative one ;

f [εX ] = (−1)d f [X ], f [−εX ] = ω(f [X ]).



(definition ct’d)

Define

Ω[X ] = e
P

k≥1
pk [X ]

k .

Then for X = x1 + x2 + · · · and Y = y1 + y2 + · · · , we have the
following identities

Ω[X + Y ] = Ω[X ]Ω[Y ],

Ω[X − Y ] = Ω[X ]Ω[Y ],

Ω[X ] =
∏
i

1

1− xi
=
∑
n≥0

hn[X ],

Ω[−X ] =
∏
i

(1− xi ) =
∑
n≥0

(−1)nen[X ].



Jing’s Symmetric Function Operators

Jing [18] defined the following symmetric function operators

HmP[X ] = P

[
X − 1− q

z

]
Ω[zX ]

∣∣∣∣
zm

(0.5)

which have the property that

Hµ1Hµ2 · · ·Hµl(µ)
(1) = qn(µ)H̃µ[X ; 0, 1/q], (0.6)

for µ a partition.



Symmetric Function Operators

In [12], Haglund, Morse and Zabrocki introduced two new
operators on symmetric functions. In plethysistic notation, for any
symmetric function P[X ],

BmP[X ] = P

[
X + ε

(1− q)

z

]
Ω[−εzX ]

∣∣∣∣
zm

, (0.7)

CmP[X ] =

(
−1

q

)m

P

[
X − 1− 1/q

z

]
Ω[zX ]

∣∣∣∣
zm

, (0.8)

where X = x1 + x2 + · · · and Ω[zX ] =
∏

i
1

1−zxi
. and

Ω[−εzX ] =
∏

i (1 + zxi ).
These operators are related to the Jing’s operators Hm by

Bm = ωHmω, Cm = (−1/q)m−1Hq→1/q
m

and so
Cm = (−1/q)m−1ωBq→1/q

m ω.



(Symmetric Function Operators:ctn’d)
Define symmetric functions by

Bα[X ; q] = Bα1Bα2 · · ·Bαl(α)(1)

and
Cα[X ; q] = Cα1Cα2 · · ·Cαl(α)(1),

for any composition α = (α1, . . . , αl(α)). Then for a partition µ,

Bµ[X ; q] = qn(µ)ωH̃µ[X ; 0, 1/q], (0.9)

Cµ[X ; q] = q−n(µ)(−1/q)|µ|−l(µ)H̃µ[X ; 0, q]. (0.10)

Hence,

Bµ[X ; q] = ω
∑
λ

Kλµ(q)sλ[X ] =
∑
λ

Kλµ(q)sλ′ [X ], (0.11)

Cµ[X ; q] = (−1)|µ|−l(µ)(1/q)|µ|−l(µ)+n(µ)
∑
λ

K̃λµ(q)sλ[X ]. (0.12)



Bm applied to Schur functions

Theorem
Suppose that λ = (λ1, . . . , λk) is a partition of n and m > 0. Then

Bmsλ[X ] =
∑

γ`(n+m)

bm,λ,γsγ [X ],

where

(a) bm,λ,γ = 0 unless γ satisfies either

(1) γ arises by adding a vertical strips of size m on the outside of
λ, or

(2) γ arises from λ by first removing a nonempty broken rim hook
H = λ/µ of λ from λ which starts in the first column to get a
partition µ and then adding a vertical strip V of size
m + |λ/µ| on the outside of µ to obtain γ so that the all the
cells of H lie strictly above all the cells of V .



(b) bm,λ,γ = ql(γ)−m if γ satisfies the above condition (1), and

(c) if γ satisfies above condition (2) and u is the height of the
lowest red cell that was removed from λ, v is the height of
the highest row which contains a cell in γ which is to right of
the lowest red cell removed from λ, R is the set of red cells in
that were removed from λ that are not in any connecting rim
hooks, and p is the number of rim hooks that make of the
broken rim hook λ/γ, then

bm,λ,γ = (−1)p−1(qu−v − 1)qv−m−|λ/γ|
∏
c∈R

wB(c),

where

wB(s) =


−1 if s has a red cell to its right
q if s has a red cell below it, and
q − 1 if s is the lowest cell of a rim hook.



Cm applied to Schur functions

Theorem
Suppose that λ = (λ1, . . . , λk) is a partition of n and m > 0. Then

Cmsλ[X ] =
∑

γ`(n+m)

cm,λ,γsγ [X ],

where

(a) cm,λ,γ = 0 unless γ satisfies either

(1) γ arises by adding a horizontal strip of size m on the outside of
λ, or

(2) γ arises from λ by first removing a nonempty broken rim hook
H = λ/µ of λ from λ which starts in the first row to get a
partition µ and then adding a horizontal strip S of size
m + |λ/µ| on the outside of µ to obtain γ so that all the cells
of H lie strictly below all the cells of S.

(b) cm,λ,γ(q) = (1/q)γ1−m if γ satisfies the above condition (1),
and



(c) if γ satisfies condition (2) above, and u is the column of the
highest red cell that was removed from λ, v is the column of
the first corner cell to the left of the highest red cell of λ, R is
the set of red cells that were removed from λ which are not in
any connecting rim hooks, and p is the number of rim hooks
that make the broken rim hook λ/γ, then

cm,λ,γ(q) =

(
−1

q

)m−1

(−1)p−1 qu−v − 1

qu−m−|λ/γ|(q−1)

∏
s∈R

wC (s)

= (−1)m+p qu−v − 1

qu−|λ/γ|−2(q − 1)

∏
s∈R

wC (s),

where

wC (s) =


1/q if s has a red cell to its right,
−1 if s has a red cell below it, and
1−q
q if s is the lowest cell of a rim hook.



Charge Construction

Note that

Bµ[X ; q] = qn(µ)ωH̃µ[X ; 0, 1/q] = ω
∑
λ

Kλµ(q)sλ[X ]

=
∑
λ

Kλµ(q)sλ′ [X ]

where Kλµ(q) =
∑

T∈SSYT (λ,µ) qch(T ). Considering the definition
of Bµ[X ; q]

Bµ[X ; q] = Bµ1Bµ2 · · ·Bµl(µ)
(1),

and the Schur expansion of Bm(sλ), we could give a different
combinatorial construction of the charge statistics.



Example

For µ = (2, 1, 1),

B(2,1,1)[X ; q] =
∑
λ`4

 ∑
T∈SSYT (λ′,µ)

qch(T )

 sλ[X ]

= q3s14 [X ] + (q + q2)s211[X ] + qs22[X ] + s31[X ].

On the other hand, we can construct B(2,1,1)[X ; q] by adding a
vertical strip of size µ3 = 1 to 1, and add vertical strips of size
µ2 = 1 and µ1 = 2 to the results, iteratively. We can see the
procedure in the diagram given in the following figure.



b

1
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1
��

q

��

b
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Figure: B(2,1,1)[X ; q] diagram.



Recursion of Kostka-Foulkes polynomials

Let ν = (µ2, µ3, . . . , µl(µ)). Then

Bµ[X ; q] = Bµ1Bµ2 · · ·Bµl(µ)
(1)

= Bµ1(Bν [X ; q]).

Thus we get

Bµ[X ; q] =
∑
λ`n

 ∑
T∈SSYT (λ′,µ)

qch(T )

 sλ[X ]

= Bµ1(Bν [X ; q]) = Bµ1

 ∑
η`(n−µ1)

 ∑
T∈SSYT (η′,ν)

qch(T )

 sη[X ]


=

∑
η`(n−µ1)

 ∑
T∈SSYT (η′,ν)

qch(T )

Bµ1(sη[X ]).



By applying the Schur expansion of Bµ1(sη[X ]), we can get the
following recursion of Kostka-Foulkes polynomials.

Kλ′µ(q) =
∑

T∈SSYT (λ′,µ)

qch(T )

=
∑

η`(n−µ1) such that ∃α⊆η,λ/α is a

vertical strip of size µ1+|η/α|

 ∑
T∈SSYT (η′,ν)

qch(T )

 ql(λ)−µ1−|η/α|wB(η/α)

=
∑

η`(n−µ1) such that ∃α⊆η,λ/α is a

vertical strip of size µ1+|η/α|

Kη′ν(q)ql(λ)−µ1−|η/α|wB(η/α) (0.13)

where wB(η/α) =
∏

s∈η/α wB,η/α(s) is the weight function of the
removed rim hooks.



Example
Let µ = (2, 1, 1, 1, 1) and consider the coefficient of s(2,2,1,1), for
λ = (2, 2, 1, 1). Note that there are three possible cases that we
can get λ by adding a vertical strip :

→
b
b

, → b

b

, → b
b

The weight of the connecting rim hooks are uniformly q2. Hence,
for ν = (1, 1, 1, 1), (0.13) gives

∑
T∈SSYT(λ′,µ)

qch(T ) = q2

 ∑
T∈SSYT((2,2)′,ν)

qch(T )+

∑
T∈SSYT((2,1,1)′,ν)

qch(T ) +
∑

T∈SSYT((1,1,1,1)′,ν)

qch(T )

 .



A tree in the following figure shows the process of adding vertical
strips of size 1, 1, 1, 1 and 2 starting from the bottom leaves. The
weights on the branches are the weights of the connecting rim
hooks. Sum of all the charges of SSYT of shape λ′ with weight µ
would be the sum of products of weights on the branches
connecting each bottom leaf to the root. From this tree, we get∑

T∈SSYT(λ′,µ)

qch(T ) = q5(q − 1) + q4 + q5 + q5 + q6 + q7 + q8

= q4 + q5 + 2q6 + q7 + q8.
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Figure: Charge tree to calculate Kλ′µ(q) =
∑

T∈SSYT(λ′,µ) qch(T ) for

µ = (2, 1, 1, 1, 1) and λ = (2, 2, 1, 1)
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