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At the loss of a factor 4, we may assume $m$ is known.
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**Theorem**
Our algorithm is \(O(1)\)-competitive for **agreeable** and **laminar** instances.

→ slightly modified lower bound and failure-set construction
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