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Warning: 

sequential decision making 

sequential acquisition of information 



Scenario optimization: ingredients 

stochastic parameter 

i.i.d. sample of the stochastic parameter: 

(experiments – data driven optimization) 

Convex cost function:                     (             optimization variable) 

Family of convex constraints: 
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Experiment design in scenario optimization 

Problem: choose     so that  

If      is big enough so that 
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waste of scenarios (data) 

? 
perhaps fewer scenarios 
might have been used… 

e.g.                    for 

The dataset size issue 



The dataset size issue (cont’d) 
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The dataset size issue (cont’d) 

Collecting scenarios can be: 

1. expensive 

 NASA experiment: 12000$ for each single scenario! 

2. time-consuming 

 3 scenarios per day… 

  2447 scenarios = more than 2 years!  
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Goal 

to devise a guaranteed (e.g. risk < 5%) scheme where the 
sample size is learned on the way so as to avoid any waste 
of scenarios 
 

difficulties: 

violation is 

- problem dependent 

- dataset dependent 

- not directly accessible 

tool to evaluate 
violation without 
using additional info 
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Support set:                                         such that 
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2. to keep      unchanged, no          can be further removed 
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      is an integer random variable 

            is a real random variable 

Scenario Optimization: wait & judge 

bivariate perspective 

bivariate probability 
distribution is always 
concentrated! 

high linear 
correlation 

can be accurately estimated from 
observed once 
the program is 
solved !! 
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3. compute 

4. if                   return 

5. else ... 

Incremental Scenario Optimization 

( Helly’s theorem                          ) 

d steps at most  

... 
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Conclusions 

 Scenario optimization: a practical approach to data-
driven optimization 

 The cardinality of the support set       (visible) carries 
fundamental information on              (hidden - lack of 
knowledge of     ) 

 Incremental scenario optimization          
  scenario theory: dataset size tuning  
  large saving of data 



Thank you ! 


