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Word2vec

Mikolov, Tomas, Ilya Sutskever, Kai Chen, Greg Corrado, and Jeffrey Dean. "Distributed representations of words 
and phrases and their compositionality." arXiv preprint arXiv:1310.4546 (2013).



Machine Learning

Data → “feature vectors” → Task



Deep Learning

Can we let the machine discover useful features?

Encoder Decoder

Representation



Representations live in a vector space.

https://projector.tensorflow.org/



Can we interpret this literally, as a “space”?

https://projector.tensorflow.org/



We can find meaningful semantic axes in the space

Mikolov, Tomas, Ilya Sutskever, Kai Chen, Greg Corrado, and Jeffrey Dean. "Distributed representations of words 
and phrases and their compositionality." arXiv preprint arXiv:1310.4546 (2013).



“Geometry of Culture”

A. C. Kozlowski, M. Taddy, and J. Evans, ASR, 2019
https://arxiv.org/abs/1806.05521

https://arxiv.org/abs/1806.05521


Meaningful axes about material properties

Tshitoyan, Vahe, et al. "Unsupervised word embeddings capture latent knowledge from materials science literature." Nature 571.7763 (2019): 95-98.



https://github.com/SummitKwan/transparent_latent_gan

Meaningful axes about facial features



https://github.com/SummitKwan/transparent_latent_gan

Meaningful axes about facial features



The representation space 
itself  is interesting! 



We think and imagine spatially
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We think and imagine spatially



Representation learning 
~ matrix factorization



How should we represent them? 

How to encode the “meaning”?

hello world!

01101000 01100101 01101100 01101100 
01101111 00100000 01110111 01101111 
01110010 01101100 01100100 00100001
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hello world!
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🙋
🗺
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Ferdinand de Saussure


“Among all the individuals that are linked together by speech, some sort of  average will be set up : 
all will reproduce — not exactly of  course, but approximately — the same signs united with the 

same concepts.”
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Distributional hypothesis: words that occur in the same contexts 
tend to have similar meanings.


We can study language by analyzing how it is used in a corpus. 
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Ferdinand de Saussure


“Among all the individuals that are linked together by speech, some sort of  average will be set up : 
all will reproduce — not exactly of  course, but approximately — the same signs united with the 

same concepts.”

John R. Firth

“You shall know a word by the 
company it keeps.”

Zellig S. Harris

Distributional hypothesis: words that occur in the same contexts 
tend to have similar meanings.


We can study language by analyzing how it is used in a corpus. 

Harris, Z. (1954). Distributional structure. Word, 10(23): 146-162.
Firth, J.R. (1957). A synopsis of linguistic theory 1930-1955. In Studies in Linguistic Analysis, pp. 1-32. Oxford: Philological Society. Reprinted in F.R. Palmer (ed.)



Contexts ~ Meaning

The quick brown  ____  jumps over the lazy dog.


He is cunning as a ____.


The ____ was already in your chicken house.


…
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What do you mean by “contexts”?



Encoding contexts: term-document matrix

cat dog fox wolf coyote …

D1 15 10 0 0 8 …

D2 2 6 2 2 0 …

D3 0 1 16 15 6 …

… … … … … … …
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Non-negative Matrix 
Factorization 

(Latent Dirichlet Allocation can be thought 
as a “softer” Bayesian method to do this.)
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Document → term  ~  Document → Topic → Term
A document as a  

low-dimensional vector

A word as a  
low-dimensional vector



Using documents as “contexts” led to nice 
models and representations.


Can we think of  nearby words as contexts?



Neural Language Model as a Matrix Factorization
W
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Words
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Neural Language Model as a Matrix Factorization
W

or
ds

Words

≃ W
or

ds

?? Words

??

A word as a  
low-dimensional vector

A word as a  
low-dimensional vector

Let’s use a neural network!
Don’t bother to calculate this



The idea of “language model”

25

What is the probability of  this sentence? 
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probability for nonsensical sentences.  
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A slightly different formulation

What is the probability of  the target word given the 
contexts around it?

Context Target

The quick brown  ____  jumps over the lazy dog.
Context



Even the most sophisticated methods are 
still rooted in this simple core idea. 

Context Target

The quick brown  ____  jumps over the lazy dog.
Context

BERT:

GPT: The quick brown fox jumps ____
TargetContext

predict the masked word

predict the next word



word2vec: Skip-gram model (single-word context)
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word2vec: Skip-gram model (single-word context)

29

Can we just think about one word at a time (“skipping” the others)?

P(wt |wt−n, …, wt−1) = ?

P(wt |wc) = ?

A single context word from the 
n-gram window

P(wt |context) ≈ ∏
c∈C

P(wt |wc)

C = {t − w, …, t − 1, t + 1,…, t + w}



30

P(wt |context) ≈ ∏
c∈C

P(wt |wc)
C = {t − w, …, t − 1, t + 1,…, t + w}

P(w1, …, wn) ≈ ∏
t

∏
c∈C

P(wt |wc)

1
T

T

∑
t

∑
c∈C

log P(wt |wc)Maximize:

word2vec: Skip-gram model (single-word context)



word2vec: using two vectors to evaluate the language model

31

1
T

T

∑
t

∑
c∈C

log P(wt |wc) P(wt |wc) = ?

Let’s assume that we have really good (two) vector representations for each word.

(qi, ki)
Each word has a ‘query’ and a ‘key’ vector 

that approximates the conditional probability. P(wt |wc) ≈ f(kt, qc)

P(wt |wc) ≈
exp(kt ⋅ qc)

∑i exp(ki ⋅ qc)
A Simple Choice:



word2vec

Representations that produce a good language model also capture “meaning”! 



Correspondence between 
word2vec model and the gravity 

law of mobility



Gravity law of  mobility

34

Wikipedia user Dennis Nilsson

“You are less likely to go somewhere 
farther away than somewhere close.”

Flux
Population

a decaying 
function 

https://commons.wikimedia.org/w/index.php?title=User:Dna-webmaster&action=edit&redlink=1


=



=



Data: Scientific mobility (2008 - 2019), and several others

Jisung YoonDakota Murray



Derive flux between organizations from scientists’ trajectories 


word2vec



Does this embedding better explains flows than 
geographic distance? Yes!





Embedding explains the flux best

41

Murray, Dakota, Jisung Yoon, Sadamori Kojaku, Rodrigo Costas, Woo-Sung Jung, Staša Milojević, 
and Yong-Yeol Ahn. "Unsupervised embedding of trajectories captures the latent structure of mobility." 
arXiv preprint arXiv:2012.02785 (2020).



Why?



Let’s go back to the word2vec model

(qi, ki)
Each Word Has a ‘Query’ and a ‘Key’ Vector 
That Approximates the Conditional Probability. 

P(wt |wc) ≈ f(kt, qc)

P(wt |wc) ≈
exp(kt ⋅ qc)

∑i exp(ki ⋅ qc)
A Simple Choice:



P(wt |wc) ≈
exp(kt ⋅ qc)

∑i exp(ki ⋅ qc)



P(wt |wc) ≈
exp(kt ⋅ qc)

∑i exp(ki ⋅ qc)

Negative sampling! Let’s formulate a 
classification task. 



P(wt |wc) ≈
exp(kt ⋅ qc)

∑i exp(ki ⋅ qc)

Negative sampling! Let’s formulate a 
classification task. 



P(wt |wc) ≈
exp(kt ⋅ qc)
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Negative sampling! Let’s formulate a 
classification task. 



Noise contrastive estimation and negative sampling

“Noise Contrastive Estimation” [Gutmann & Hyvärinen, 2010], an 
unbiased estimator, is subtly different. 
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What happens if we apply word2vec to mobility trajectories?

P(wt |wc) ≈
pn(t)exp(kt ⋅ qc)

∑i pn(i)exp(ki ⋅ qc)

̂Tij ∝ P( j | i)P(i) ∝
P(i)P( j)exp(kj ⋅ qi)
∑j′￼

P( j′￼)exp(kj′￼
⋅ qi)

̂Tij = ̂Tji ∝ P(i)P( j)exp(ki ⋅ kj)



word2vec model ~ gravity law

The space where the institutions 
are arranged so that the flux and 
distance between them satisfies 

the gravity law of mobility!



Implications in Graph Embedding

50

Random walk → “Sentences” (DeepWalk, node2vec, etc.)



Random walk is biased

51

Friendship paradox. When we follow an edge, the 
expected degree is proportional to the degree

∼ p(k) ∼ kp(k)



Random walk is biased

52
What’s the Implication?



Random Walk Bias → Biased Embedding Space

→
DeepWalk



But word2vec’s bias negates this random walk bias!

54

P(wt |wc) ≈
pn(t)exp(kt ⋅ qc)

∑i pn(i)exp(ki ⋅ qc)
Recall

If  negative samples are proportionally sampled based on their 
degree, SGNS negates the bias of  the random walker! 



But word2vec’s bias negates this random walk bias!

54

P(wt |wc) ≈
pn(t)exp(kt ⋅ qc)

∑i pn(i)exp(ki ⋅ qc)
Recall

If  negative samples are proportionally sampled based on their 
degree, SGNS negates the bias of  the random walker! 

🤔 Can we remove other statistical biases as well?



Residual2vec

We can extract out the expected conditional probability based on a null model. 

Sadamori Kojaku, Jisung Yoon, Isabel Constantino, Yong-Yeol, “Residual2Vec: 
Debiasing graph embedding with random graphs”, NeurIPS’21

Sadamori Kojaku
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We can extract out the expected conditional probability based on a null model. 

Sadamori Kojaku, Jisung Yoon, Isabel Constantino, Yong-Yeol, “Residual2Vec: Debiasing graph 
embedding with random graphs”, NeurIPS’21



It also allows us to remove specific structural biases

57
https://observablehq.com/@skojaku/journal-trajector

https://observablehq.com/@skojaku/journal-trajector


It also allows us to remove specific structural biases

58
Sadamori Kojaku, Jisung Yoon, Isabel Constantino, Yong-Yeol, “Residual2Vec: Debiasing graph 
embedding with random graphs”, NeurIPS’21
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Summary
• It is possible to identify meaningful dimensions and axes in the representation 

space obtained from neural networks. We can use them to orient entities in the 
space. 

• Word2vec (SGNS) is biased! But, thanks to this bias, the word2vec’s objective 
function corresponds to the gravity law of  mobility.

• This bias also negates the random walk bias in graph embedding!

• We can further leverage this to remove specific biases from a model.

• Simple models, when understood well, can take us quite far. 

• What could be the ways to obtain useful, compact representation of  
dynamic, functional brain networks?

59



How about dense representation 
of  dynamic neural networks?



Faskowitz, Joshua, et al. "Edge-centric functional network representations of human cerebral cortex reveal overlapping system-level architecture." Nature neuroscience 23.12 (2020): 1644-1654.



https://twitter.com/spornslab/status/1319390214767378432

https://twitter.com/spornslab/status/1319390214767378432


https://twitter.com/spornslab/status/1319390214767378432

https://twitter.com/spornslab/status/1319390214767378432


Can we identify universal 
& individual 

cofluctuation patterns?
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Representation learning as Matrix Factorization
W

or
ds

Words

≃ W
or

ds

?? Words

??

A word as a  
low-dimensional vector

A word as a  
low-dimensional vector

Let’s use a neural network!
Don’t bother to calculate this



Higher-Rank Tensor?



Tensor Decomposition
Su

bj
ec

ts

Region/edge

Tim
e



Edge co-fluctuation components from 
tensor decomposition



What could be the useful, compact 
representations of  the brain’s 

dynamics?


Can we imagine it as a meaningful 
space?
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