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How should we characterize quantum chaos?
Can complexity measure quantum chaos?



• In the stadium billiard system, we find a significant correlation between…

• The variance of the Lanczos coefficients can be a measure of quantum chaos.

• Similar results were confirmed for the Sinai billiard.

Summary

the variance of the Lanczos coefficients

the classical Lyapunov exponent

the level statistics
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Classical Chaos: Lyapunov exponent

Unpredictable complex motion in deterministic nonlinear dynamical systems

e.g.) stadium billiard, Sinai billiard, double pendulum, …

• Sensitive dependence on initial conditions

• Exponential divergence of trajectories in the phase space:

The Lyapunov exponent 𝜆 measures chaoticity.
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Quantum chaos: Spectral statistics

For chaotic systems, quantum energy spectra show the same fluctuation as 
a random matrix ensemble.

The adjacent energy level spacings: 𝑠! = 𝐸!"# − 𝐸!

• Wigner-Dyson statistics (chaotic systems)

• Poisson statistics (non-chaotic systems)
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FIG. 1. Results of energy-level fluctuations for
desymrgetrized Sinai's billiards as specified in the
upper right-hand corner of (a). 740 levels have
been included in the analysis corresponding to the
51st to 268th level for R = O. l, 21st to 241st level for
R =0.2, 16th to 194th level for R = 0.3, 11th to 132nd
level for R =0.4. (a) Results for the nearest-neighbor
spacing distribution. {b) Results for the average value
of the 6 3(1.) statistic of Dyson and Mehta for L =5,
10, and 15. Curves corresponding to the Poisson case
(stretch of uncorrelated levels) and to the random-
matrix-theory predictions (GOE) are drawn for com-
parison. The error bars in (b) {one standard deviation)
correspond to finite-sampling effects as predicted
by QOE.

qual. itative [one would need a spectrum with very
many levels to get a precise evaluation of the be-
havior of p(x) at the origin]. On the other hand,
the information carried by p(x-0) is rather lim-
ited. In particular, it does not give any indica-
tion about the co~relations between spacings
which are responsible for the degree of regularity
of the spectrum. The purpose of this Letter is to
use some of the systematic tools devel. oped in
HMT to make a detailed comparison of the level
fluctuations of the quantum Sinai's billiard (SB)
with GOE predictions, The choice of a bvo-di-
mensional billiard is convenient for our aim for
several. reasons: (i) Billiards have the lowest
possible number of degrees of freedom allowing
for chaotic motion; (ii) for billiards, it is possi-

ble to make a precise separation between global
and local properties [cf. the Weyl formula, Eq.
(1)]; (iii) billiards have a discrete spectrum with
an infinite number of eigenvatues and by comput-
ing a large number of them one can reach a high
statistical significance of the results. Finally,
SB is known to be strongly chaotic (K system) and
there exists an efficient method to compute its
eigenvalues.
We proceed as follows. We determine the eigen-

values E„=k„'/2m of the Schrodinger equation
(6+ k„')g„=0 for the "desymmetrized" SB [see
upper right-hand corner of Fig. 1(a)] with Dirich-
l.et boundary conditions by using the Korringa-
Kohn-Rostoker method as described in Ref. 10.
We compute several sets of eigenvalues {E,.(R)}
for different values of the parameter R (see cap-
tion of Fig. 1). By using the Weyi-type formula, "
which gives the average number of levels up to
energy E,
N(E) = ( 4w)(SE -L—v"E+K),

where S and I, are, respectively, the surface and
the perimeter of the billiard and K is a constant
of the order of unity, we can map the spectrum
(E,.{R)] onto the spectrum (e,.(R)] through e,.(R)
= N(E, (R)) . Each spectrum (e,(R)j has on the
average a constant mean spacing D(R) which will,
be taken as the energy unit. The cumulative den-
sity n(e) of level. s &,. wil. l therefore have a stair-
case shape fluctuating around a straight line of
slope equal to unity. In order to investigate the
fluctuations we study the nearest-neighbor spac-
ing distribution p(x) and the Dyson-Mehta statis-
tic b, 6, is defined, for a fixed interval [x,
x+ L], as the least-squares deviation of the stair-
case function n(e) from the best straight line fit-
ting it:
~,(L,x)
= (1/L)Min„s f„[(en) -Ae —B]' d~.

It provides a measure of the degree of rigidity of
the spectrum: For a given I, the smaller b, , is,
the stronger is the rigidity, signifying the long-
range correlations between levels. We proceed
as described in Ref. 3: Given a stretch of levels
on the e axis, we compute A, (L), for instance,
for the intervals [a,a+L], [a+L/2, a+ 3L/2],
[a+L, a+2I ], [a+3L/2, a+5L/2], . . . until the
stretch [a, b] has been covered. If the spectrum
fluctuations are translationally invariant on the
~ axis, then the average value 4, of 4, will be in-
dependent of the chosen interval. [a,b] [equiva;

[Bohigas, Giannoni, Schmit 1984]

𝑃 𝑠 = 𝑎$𝑠$𝑒%&!'
"

𝑎! , 𝑏!: constants

𝑃 𝑠 = 𝑒%'

𝛽 = 1 (GOE), 2 (GUE), 4 (GSE) [Bohigas, Giannoni, Schmit 1984]

[Berry, Tabor 1977]



Characterization of the spectral statistics

The average ⟨𝑟̃⟩ of the ratio of consecutive spacings

takes the following values depending on the spectral statistics:

[Oganesyan, Huse 2007] [Atas, Bogomolny, Giraud, Roux 2013]

𝑟̃" ≡
min 𝑠", 𝑠"#$
max 𝑠", 𝑠"#$

(𝑠"= 𝐸"%$ − 𝐸")

where h· · · i represents the mean value.6 This quantity measures the magnitude of the

erratic behavior of bn. They confirmed the expected behavior in the XXZ spin chain model

and in the SYK model. Adding an integrability breaking term in the XXZ model [16],

they also investigated the correlation between the variance �2 and the average hr̃i of the

parameters

r̃n =
min(sn, sn�1)

max(sn, sn�1)
, sn = En+1 � En, (2.12)

which is a popular characterization of the level statistics [34, 35]. Specifically, hr̃i takes the

following values depending on the distribution of adjacent level spacing in the spectrum

under consideration [35]:

hr̃i =

8
>>>>><

>>>>>:

2 ln 2 � 1 ⇡ 0.38629 Poisson

4 � 2
p

3 ⇡ 0.53590 GOE

2
p
3
⇡

� 1
2 ⇡ 0.60266 GUE

32
15

p
3
⇡

� 1
2 ⇡ 0.67617 GSE

(2.13)

where GOE, GUE and GSE are ensembles of the Hermitian random matrices model (see [35]

for their definitions). It is known that the statistical distribution of adjacent energy level

spacing of stadium and Sinal billiards obeys that of GOE.

If the dimension of the Krylov space is finite, the Krylov operator complexity remains at

a finite value and often saturates at late time. It is proposed that this late-time saturation

value may be concerned with the erratic or non-erratic behavior of the Lanczos coe�cients

mentioned above [15]. We will discuss this in Sec. 7.

2.1.2 Krylov state complexity

Similarly to the Krylov operator complexity, we can define Krylov complexity for quantum

state [12]. Note that the Schrödinger state | (t)i = e
�iHt| (0)i is a linear combination of

| i, H| i, H
2| i, · · · , (2.14)

where we denoted | (0)i as | i. The (sub)space, H| i, which is spanned by (2.14) is also

called the Krylov space. Define K| i ⌘ dimH| i. Using the natural inner product, we can

orthonormalize (2.14) by the Lanczos algorithm:

1. b0 ⌘ 0 , |K�1i ⌘ 0

2. |K0i ⌘ | (0)i , a0 = hK0|H|K0i

3. For n � 1: |Ani = (H � an�1)|Kn�1i � bn�1|Kn�2i

4. Set bn =
p

hAn|Ani

5. If bn = 0 stop; otherwise set |Kni = 1
bn
|Ani , an = hKn|H|Kni, and go to step 3.

6The part of the series of the Lanczos coe�cients for which xi becomes too large should be excluded

from the calculation of the variance since it is numerically less reliable [15].

– 6 –
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The Krylov operator complexity for a Heisenberg operator

is defined as follows:

1. Introduce an inner product in the operator space:

2. Lanczos algorithm (next slide):                 orthonormal basis

3. Re-expand the Heisenberg operator as

4. Krylov complexity 

Krylov operator complexity
[Parker, Cao, Avdoshkin, Scaffidi, Altman 2018]

𝒪 𝑡 = 𝑒&'(𝒪𝑒#&'( = ?
")*

+
𝑖𝑡 "

𝑛!
ℒ"𝒪 ( ℒ ≡ 𝐻,・ , ℒ, ≡ 𝐻, 𝐻,・ , ⋯ )

𝐴 𝐵 ≡ Tr(𝐴-𝐵)

{ℒ"𝒪} → {𝒪"}")*
.𝒪#$

𝒪 𝑡 = ?
")$

.𝒪#$

𝑖"𝜑" 𝑡 𝒪"

𝐶𝒪 𝑡 ≡ ?
")$

.𝒪#$

𝑛 𝜑" 𝑡 ,



Lanczos algorithm for operators

The Lanczos algorithm (Gram-Schmidt orthogonalization for {ℒ"𝒪})

1. Let              and  

2. , where  

3. For            :

4. Set

5. If              , stop; otherwise set                         and go to step 3.    

• Output: orthonormal basis          and Lanczos coefficients

• in                                         obeys                                               (                     )

𝑏" ≡ 0 𝒪#$ ≡ 0

𝒪" ≡ 𝒪/||𝒪|| ||𝒪|| ≡ (𝒪|𝒪)

𝑛 ≥ 1 𝒜% ≡ ℒ𝒪%#$ − 𝑏%#$𝒪%#!

𝑏% ≡ ||𝒜%||

𝑏% = 0 𝒪% ≡ 𝒜%/𝑏%

{𝒪"} {𝑏"}

[Parker, Cao, Avdoshkin, Scaffidi, Altman 2018]

𝜑"(𝑡) 𝜑̇" = 𝑏"𝜑"#$ − 𝑏"%$𝜑"%$ 𝜑% 0 = 𝛿%"||𝒪||𝒪 𝑡 =?
"

𝑖"𝜑" 𝑡 𝒪"

𝜑" 𝜑$ 𝜑! 𝜑&

𝑏$ 𝑏! 𝑏&



The Krylov state complexity (spread complexity) for a Schrödinger state

is defined as follows:

1. Lanczos algorithm (next slide):                    orthonormal basis

2. Re-expand the Schrödinger state as

3. Krylov complexity 

Krylov state complexity

|𝜓 𝑡 ⟩ = 𝑒#&'(|𝜓⟩ = ?
")*

+
𝑖𝑡 "

𝑛!
𝐻"|𝜓⟩

{𝐻"|𝜓⟩} → {|𝐾"⟩}")*
."#$

𝐶0 𝑡 ≡ ?
")$

."#$

𝑛 𝜓" 𝑡 ,

[Balasubramanian, Caputa, Magan, Wu 2022]

|𝜓 𝑡 ⟩ = :
%'"

(!#$

𝜓% 𝑡 |𝐾%⟩

(There are two kinds of Lanczos coefficients 𝑎!, 𝑏! in this case)



Lanczos algorithm for states

The Lanczos algorithm (Gram-Schmidt orthogonalization for {𝐻"|𝜓⟩})

1. , 

2. , 

3. For            :

4. Set

5. If              , stop; otherwise set                              and go to step 3.    

• Output: orthonormal basis            and Lanczos coefficients

• in                                      obeys                                                              (         )

𝑏" ≡ 0 |𝐾#$⟩ ≡ 0

|𝐾"⟩ ≡ |𝜓⟩ 𝑎" ≡ 𝐾" 𝐻 𝐾"

𝑛 ≥ 1 |𝒜%⟩ ≡ (𝐻 − 𝑎%#$)|𝐾%#$⟩ − 𝑏%#$|𝐾%#!⟩

𝑏% ≡ ⟨𝒜%|𝒜%⟩

𝑏% = 0 |𝐾%⟩ ≡ |𝒜%⟩/𝑏%

{|𝐾"⟩} {𝑎", 𝑏"}

𝜓"(𝑡) 𝑖𝜓̇" = 𝑎"𝜓" + 𝑏"%$𝜓"%$ + 𝑏"𝜓"#$

[Balasubramanian, Caputa, Magan, Wu 2022]

|𝜓 𝑡 ⟩ = :
%'"

(!#$

𝜓% 𝑡 |𝐾%⟩ 𝜓% 0 = 𝛿%"



For finite-dimensional systems, the Lanczos algorithm must terminate.

For operators in some spin models, 

• if the system is non-chaotic, the Lanczos coefficient 𝑏" behaves erratically.
• if the system is chaotic, the Lanczos coefficient 𝑏" behaves less erratically.

They measured the magnitude of the erratic behavior of 𝑏" by

• What about quantum systems that have classical counterparts?

• How about for quantum states? 

Lanczos coefficients and chaoticity

[Rabinovici, Sánchez-Garrido, Shir, Sonner 2021, 2022]

𝜎, ≡ Var 𝑥& = 𝑥, − 𝑥 ,, 𝑥) ≡ ln
𝑏!)#$
𝑏!)

𝜎"# ≡ Var 𝑥$
(") , 𝑥$

(") ≡ ln
𝑎#$'(
𝑎#$

𝜎)# ≡ Var 𝑥$
()) , 𝑥$

()) ≡ ln
𝑏#$'(
𝑏#$
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A quantum mechanical system with the Hamiltonian

• We regularize the Hilbert space by considering only a finite number 𝑁123 of
levels and ignoring the others.

• Using the energy eigenstates as a basis, represent the operator as a matrix:

• Perform the Lanczos algorithm and calculate the Krylov complexity.

• For states, complexity can be calculated in the similar way.

Krylov complexity in quantum mechanics

𝐻 = 𝑝$, + 𝑝,, + 𝑉(𝑥, 𝑦)

𝒪*% ≡ ⟨𝑚|𝒪|𝑛⟩, 𝐻 𝑛 = 𝐸%|𝑛⟩ 𝑚, 𝑛 = 1,⋯ ,𝑁+,-



Krylov operator/state complexity in the stadium billiard

• The momentum operator 𝑝$ with 𝑁123 = 100

• The equally-distributed state Ψ = ( $
4#$%

, ⋯ , $
4#$%

)with 𝑁123 = 500

Our system: the stadium billiard

𝐻 = 𝑝$, + 𝑝,, + 𝑉(𝑥, 𝑦)
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Figure 1. Geometry of the stadium billiard. Dirichlet boundary conditions are imposed on the
boundaries.

(a) The Lyapunov exponent as a function of a/R.

The area of the billiard and the velocity of the

particle are normalized to the unity.

(b) The ratio hr̃i as a function of a/R. The num-

ber of levels used in this calculation is 100. The

green and orange lines correspond to the values for

the Poisson and the Wigner-Dyson statistics re-

spectively.

Figure 2. The a/R dependence of the Lyapunov exponent and the ratio.

Fig. 3, we show the Lanczos coe�cients for a/R = 0 and a/R = 1. Although the former case

is integrable and the latter is chaotic, the initial behaviors of the corresponding Lanczos

coe�cients are almost identical. We identify the dimension of the Krylov space KP as

KP = 9900. Note that the horizontal axis in Fig. 3 is in log scale.

In Fig. 4, we show the Krylov operator complexities as functions of t for the stadium

billiards with a/R = 0, 0.1, 0.2, · · · , 1. While the stadium billiard with a/R > 0 is chaotic,

the early time growth of the Krylov operator complexity is not exponential.

Figure 4 shows that C(t) saturates by t . 30 and reaches asymptotic values that

depend on a/R. In Fig. 5, we show the dependence of saturation value of C(t) (the average

of C(t) taken over 40  t  100). We discuss its implications in Sec. 7.

4.2 Correlation between Lanczos coe�cients and chaos

The Lanczos coe�cients for a/R = 0 distribute broader compared to a/R = 1 in Fig. 3.

In Fig. 6 we show the variance of Lanczos coe�cients (2.11) as a function of a/R. The

– 15 –



Classical/quantum chaos in the stadium billiard
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Krylov operator complexity
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Figure 3. The Lanczos coe�cients for the truncated momentum operator P in stadium billiards
with a/R = 0 (blue dots) and a/R = 1 (orange dots). Note that the horizontal axis is in log scale.
The inset is the enlarged version, where the data are used to calculate the variance.

variance becomes larger in the integrable regime compared to the chaotic regime. To

compare with other chaos indicators, we show scatter plots in Fig. 7, where the points are

sampled from 0  a/R  0.5.16 We can see that there are correlations between �,�
2
, and

hr̃i. Quantitatively, a correlation between two sets of data A and B can be evaluated by

the correlation coe�cient defined by

E[(A� E[A])(B � E[B])]p
E[(A� E[A])2] E[(B � E[B])2]

, (4.1)

where E[ · ] means the average value. If there is no correlation between two sets of data, the

correlation coe�cient will be close to zero.17 In Table 1, we show the calculated correlation

coe�cients. Since the coe�cients are far from zero, there should be some correlations

between �,�
2
, and hr̃i. We can see that the quantity �

2 is as good as a possible indicator

of quantum chaos as the ratio hr̃i.

5 Krylov state complexity in the stadium billiard

In this section, we summarize the numerical results on the Krylov state complexity for the

stadium billiard. In Sec. 4 we found that the Lyapunov exponent, variation of the Lanczos

16Changing the sampling region, for example, to 0  a/R  1 does not a↵ect the correlation much.
17The correlation coe�cient takes values between �1 and 1. If the correlation coe�cient is close to 1 or

�1, a linear relationship is likely to exist between the two sets of data.
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Figure 5. The a/R dependence of the late-time value of Krylov operator complexity.

Figure 6. The variance �
2 as a function of a/R.

coe�cients, and the ratio hr̃i are correlated with each other for the Krylov operator com-

plexity. We will observe similar tendency for the state complexity. The time dependence

of the state complexity, however, shows behavior qualitatively di↵erent from that of the

operator complexity.

Figure 8 shows the Lanczos coe�cient an, bn for the state complexity on the stadium

billiard in the integrable case (a/R = 0) and chaotic case (a/R = 1). We find tendency

similar to that of the operator complexity, that is, the variation of the Lanczos coe�cients

becomes small in a chaotic system. We also find that not only bn but also an, which

appears only for the state complexity, has a smaller variation when the system is chaotic.

Later in Sec. 5.2, we will quantitatively show the correlation of the variation of the Lanczos
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• The variance becomes larger in the non-chaotic regime compared to the chaotic regime.

• The Krylov complexity does not grow exponentially.
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Figure 7. The scatter plots of (a) the Lyapunov exponents and the variances, (b) the ratios and the
variances, (c) the Lyapunov exponents and the ratios. The points are sampled from 0  a/R  0.5.

� vs �
2 -0.720372

hr̃i vs �
2 -0.391709

� vs hr̃i 0.741396

Table 1. The correlation coe�cients between �, hr̃i, �2 for the stadium billiards.

coe�cients with various indicators of the chaos.

5.1 The time dependence of Krylov state complexity

Figure 9(a) shows the time dependence of the state complexity for the stadium billiard

with 0  a/R  1. Despite the system is chaotic for a/R 6= 0, the state complexity grows

almost linearly in time at early time, neither exponentially nor polynomially.

The growth pattern of the complexity at early time, rather than the growth rate

however, shows a clear correlation with the chaos. The complexity reaches the maximum

value at t ⇠ 0.2 before it settles down to the asymptotic value. Although the asymptotic

value is insensitive to the shape (a/R) of the stadium billiard (Fig. 9(b)), the peak value

Cmax of the complexity depends on a/R rather smoothly (Fig. 9(c)). Hence, for the state

complexity, the variation of the Lanczos coe�cients is reflected not in the asymptotic value

but in the peak value at early time.
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Figure 3. The Lanczos coe�cients for the truncated momentum operator P in stadium billiards
with a/R = 0 (blue dots) and a/R = 1 (orange dots). Note that the horizontal axis is in log scale.
The inset is the enlarged version, where the data are used to calculate the variance.

variance becomes larger in the integrable regime compared to the chaotic regime. To

compare with other chaos indicators, we show scatter plots in Fig. 7, where the points are

sampled from 0  a/R  0.5.16 We can see that there are correlations between �,�
2
, and

hr̃i. Quantitatively, a correlation between two sets of data A and B can be evaluated by

the correlation coe�cient defined by

E[(A� E[A])(B � E[B])]p
E[(A� E[A])2] E[(B � E[B])2]

, (4.1)

where E[ · ] means the average value. If there is no correlation between two sets of data, the

correlation coe�cient will be close to zero.17 In Table 1, we show the calculated correlation

coe�cients. Since the coe�cients are far from zero, there should be some correlations

between �,�
2
, and hr̃i. We can see that the quantity �

2 is as good as a possible indicator

of quantum chaos as the ratio hr̃i.

5 Krylov state complexity in the stadium billiard

In this section, we summarize the numerical results on the Krylov state complexity for the

stadium billiard. In Sec. 4 we found that the Lyapunov exponent, variation of the Lanczos

16Changing the sampling region, for example, to 0  a/R  1 does not a↵ect the correlation much.
17The correlation coe�cient takes values between �1 and 1. If the correlation coe�cient is close to 1 or

�1, a linear relationship is likely to exist between the two sets of data.
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Correlation coefficients between data 𝐴 and 𝐵 ≡

• Significant correlations exist among 𝜎,, 𝜆, and ⟨𝑟̃⟩.
• 𝜎, can be a measure of quantum chaos. 
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Figure 8. The Lanczos coe�cients of the state complexity for equally-distributed initial state in
stadium billiards with a/R = 0 (blue dots) and a/R = 1 (orange dots). The inset is the enlarged
version, where the data are used to calculate the variance.

(a) The time dependence of Krylov state complex-

ity for various values of a/R.

(b) The a/R dependence of the late-time value of

Krylov state complexity.

(c) The a/R dependence of the peak value of

Krylov state complexity.

Figure 9. The a/R dependence of Krylov state complexity. Panel (a): time dependence of the
complexity. Panels (b), (c): the late-time average and the peak value of the complexity. The late-
time average of the complexity is taken over the time range 1 < t < 20.

5.2 Correlation between Lanczos coe�cients and chaos

Now we turn to the correlation between the variation of the Lanczos coe�cients and other

indicators of the chaos, namely, the Lyapunov exponent � and the ratio hr̃i. Prior to such
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time average of the complexity is taken over the time range 1 < t < 20.

5.2 Correlation between Lanczos coe�cients and chaos

Now we turn to the correlation between the variation of the Lanczos coe�cients and other

indicators of the chaos, namely, the Lyapunov exponent � and the ratio hr̃i. Prior to such
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Figure 11. The scatter plots of (a) the Lyapunov exponents and the variances, and (b) the ratios
and the variances. The points are sampled from 0  a/R  0.75.

� vs �
2
a -0.832395

� vs �
2
b

-0.806238

hr̃i vs �
2
a -0.891642

hr̃i vs �
2
b

-0.893569

Table 2. Correlation between �, hr̃i, �2
a,b for the spread complexity of stadium billiard.

an analysis, let us show the dependence of the variance �
2
a,b

of the Lanczos coe�cients

on the parameter a/R in Fig. 10. This figure shows that the variances (both �
2
a and �

2
b
)

decrease as a/R increases in the range 0 < a/R . 0.3, then it stays at the asymptotic value

for a/R & 0.3. Since the Lyapunov exponent is monotonically increasing with respect to

a/R, it is expected that �
2
a,b

and � are negatively correlated.

Such an expectation can be confirmed by explicitly plotting the relationship between

�
2
a,b

and �. Figure 11(a) shows the relationship between � and �
2
a,b

, in which the negative

correlation between these quantities can be observed. Since � and hr̃i are positively corre-

lated as explained in the previous section, hr̃i and �
2
a,b

are negatively correlated as shown

in Fig. 11(b). Quantitative values of the correlations are summarized in Table 2, which

clearly shows the negative correlations of �2
a,b

with � and hr̃i.
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Variances
• The variance becomes larger in the non-chaotic regime 

compared to the chaotic regime.

• The Krylov complexity does not grow exponentially.

• The peak value of Krylov state complexity depends on 𝑎/𝑅.
The peak behavior [Balasubramanian, Caputa, Magan, Wu 2022]

[Erdmenger, Jian, Xian 2023]
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Correlation coefficients
• A clear correlation exists between 𝜎5,7, , 𝜆, and ⟨𝑟̃⟩.

• 𝜎5,7, can be a measure of quantum chaos. 
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Universality: the Sinai billiard
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Figure 14. The Lanczos coe�cients for the truncated momentum operator P in Sinai billiards
with l/L = 0.05 (blue dots) and l/L = 1 (orange dots). Note that the horizontal axis is in log scale.
The inset is the enlarged version, where the data are used to calculate the variance.

show the Lanczos coe�cients for l/L = 0.05 and l/L = 1.19 We identify the dimension of

the Krylov space KP as KP = 9900. Obviously, the Lanczos coe�cients for l/L = 0.05

distribute much broader compared to l/L = 1. On the other hand, their initial behaviors

are almost identical.

In Fig. 15, we show the Krylov operator complexities as functions of t for the stadium

billiards with l/L = 0.05, 0.1, 0.2, · · · , 1. While the Sinai billiard is chaotic for l/L > 0,

the early time growth of the Krylov operator complexity is not exponential. The result

for l/L = 0.05 is di↵erent from the others. This is because the behavior of the Lanczos

coe�cients changes abruptly below l/L = 0.1. In Fig. 16, we show the variance (2.11) as

a function of l/L. The variance becomes larger in the integrable regime compared to the

chaotic regime. Similarly to the ratio given in Fig. 13(b), the variance changes rapidly with

l/L.

In Fig. 17, we show scatter plots, where the points are sampled from 0.01  l/L  0.2.20

In Table 3, we show the correlation coe�cients (4.1) calculated from these plots. Since the

correlation coe�cients are far from zero as easily expected directly from the plots, there

should be some correlations between �,�
2
, and hr̃i. Again, we see that the quantity �

2

works as an indicator of quantum chaos as good as the ratio hr̃i does.

19In the rest of this section, we concentrate on l > 0 regime since the integrable case (l/L = 0) is

numerically unstable. We will discuss this issue in App. A.
20Changing the sampling region, for example, to 0  l/L  1 does not a↵ect the correlation much.
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Figure 18. The Lanczos coe�cients of the Krylov state complexity of the Sinai billiard with
l/L = 0 (blue dots) and l/L = 1 (orange dots). The inset is the enlarged version, where the data
are used to calculate the variance.

(a) The time dependence of Krylov operator com-

plexity for various values of l/L.

(b) The l/L dependence of the late-time value of

Krylov state complexity.

(c) The l/L dependence of the peak value of Krylov

state complexity.

Figure 19. The l/L dependence of Krylov state complexity for the Sinai billiard. Panel (a):
time dependence of the Krylov state complexity. Panels (b), (c): the late-time average and the
peak value of the Krylov state complexity. The late-time average of the complexity is taken over
1 < t < 20.

classical Lyapunov exponents and the variances of the Lanczos coe�cients for both the

Krylov operator complexity and the Krylov state complexity. We also found a significant
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• Again, the variance of Lanczos coefficients becomes larger in 
the non-chaotic regime compared to the chaotic regime.

• The result may be universal for generic quantum mechanics.
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• In billiard systems, we find a significant correlation between…

• The variance of the Lanczos coefficients can be a measure of quantum chaos.

• Other quantum mechanical systems?

• Holographic interpretation of the Krylov complexity?

Summary

the variance of the Lanczos coefficients

the classical Lyapunov exponent

the level statistics

𝜎!

𝜆

⟨𝑟̃⟩





Classical/quantum chaos in the Sinai billiard
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Figure 12. Geometry of the Sinai billiard. Dirichlet boundary conditions are imposed on the
boundaries.
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(a) The Lyapunov exponent as a function of l/L.

The area of the billiard and the velocity of the

particle are normalized to the unity.

(b) The ratio hr̃i as a function of l/L. The number

of levels used in this calculation is 100. The green

and orange lines correspond to the values for the

Poisson and the Wigner-Dyson statistics respec-

tively.

Figure 13. The l/L dependence of the Lyapunov exponent and the ratio.

6 Universality: the case of the Sinai billiard

In this section, we analyze Krylov complexity of the Sinai billiard, which is another typical

chaotic system, to show that our results in the previous section is universal.

In Fig. 12, we show the shape of the Sinai billiard which we consider. The system is

chaotic for l > 0 while the system becomes integrable for l = 0 [42]. In Fig. 13, we show

the l/L dependence of the Lyapunov exponent � and the ratio hr̃i. Although the Lyapunov

exponent increases gradually with l/L, the ratio increases rapidly around l/L = 0.1.

6.1 Krylov operator complexity

Using the method described in Sec. 3, we numerically compute Krylov operator complexity

for the truncated momentum operator P , with truncation Nmax = 100.18 In Fig. 14, we

18Again, the area of the billiard is normalized to the unity.
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Krylov operator complexity
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The variance becomes larger in the non-chaotic regime compared to the chaotic regime.

The Krylov complexity does not grow exponentially.
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Figure 14. The Lanczos coe�cients for the truncated momentum operator P in Sinai billiards
with l/L = 0.05 (blue dots) and l/L = 1 (orange dots). Note that the horizontal axis is in log scale.
The inset is the enlarged version, where the data are used to calculate the variance.

show the Lanczos coe�cients for l/L = 0.05 and l/L = 1.19 We identify the dimension of

the Krylov space KP as KP = 9900. Obviously, the Lanczos coe�cients for l/L = 0.05

distribute much broader compared to l/L = 1. On the other hand, their initial behaviors

are almost identical.

In Fig. 15, we show the Krylov operator complexities as functions of t for the stadium

billiards with l/L = 0.05, 0.1, 0.2, · · · , 1. While the Sinai billiard is chaotic for l/L > 0,

the early time growth of the Krylov operator complexity is not exponential. The result

for l/L = 0.05 is di↵erent from the others. This is because the behavior of the Lanczos

coe�cients changes abruptly below l/L = 0.1. In Fig. 16, we show the variance (2.11) as

a function of l/L. The variance becomes larger in the integrable regime compared to the

chaotic regime. Similarly to the ratio given in Fig. 13(b), the variance changes rapidly with

l/L.

In Fig. 17, we show scatter plots, where the points are sampled from 0.01  l/L  0.2.20

In Table 3, we show the correlation coe�cients (4.1) calculated from these plots. Since the

correlation coe�cients are far from zero as easily expected directly from the plots, there

should be some correlations between �,�
2
, and hr̃i. Again, we see that the quantity �

2

works as an indicator of quantum chaos as good as the ratio hr̃i does.

19In the rest of this section, we concentrate on l > 0 regime since the integrable case (l/L = 0) is

numerically unstable. We will discuss this issue in App. A.
20Changing the sampling region, for example, to 0  l/L  1 does not a↵ect the correlation much.
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Figure 15. The time dependence of Krylov operator complexity for various values of l/L.
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Figure 16. The variance �
2 as a function of l/L of the Krylov operator complexity for the Sinai

billiard.

6.2 Krylov state complexity

We briefly summarize the results for the Krylov state complexity of the Sinai billiard in

this section. The results are in parallel with those for the stadium billiard, which show the

universality of the properties of the chaos indicators studied in this work. The numerical

setup is the same as that for the stadium billiard analyzed in Sec. 5 except that the billiard

table is switched to that given in Fig. 12.

The Lanczos coe�cients an, bn for the Krylov state complexity (Fig. 18), the time

dependence of the Krylov state complexity (Fig. 19), and the variance �
2
a,b

of the Lanczos

coe�cients (6.2) for the Sinai billiard are qualitatively similar to those for the stadium

billiard given in Sec. 5. One of the di↵erences is that, in Fig. 19(a), the complexity C(t)

becomes oscillatory when the billiard is integrable (l/L = 0), while such a periodicity was

not observed in the stadium billiard (Fig. 9(a)). This feature is attributed to the fact that

the energy spectrum of the Sinai billiard with l/L = 0 is commensurable, which is not the

case for the stadium billiard with a/R = 0.

As shown in Fig. 21 and Table 4, the variances �2
a,b

are correlated with the indicators of

classical and quantum chaos, namely � and hr̃i. Hence the variance of Lanczos coe�cients

is a faithful indicator of chaos also for the Sinai billiard.

On top of it, the peak value Cmax of the complexity at early time in the time evolution

(Fig. 19(c)) depends rather smoothly on the parameter l/L compared to the average of

– 23 –



0 20 40 60 80 100
0

1000

2000

3000

4000

t

C

l/L
0.05

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 15. The time dependence of Krylov operator complexity for various values of l/L.

Figure 16. The variance �
2 as a function of l/L of the Krylov operator complexity for the Sinai

billiard.
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Correlation in the Sinai billiard

Correlation coefficients
• A clear correlation exists between 𝜎,, 𝜆, and ⟨𝑟̃⟩.
• 𝜎, can be a measure of quantum chaos. 
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Figure 17. The scatter plots of (a) the Lyapunov exponents and the variances, (b) the ratios and
the variances, (c) the Lyapunov exponents and the ratios of the Krylov operator complexity for the
Sinai billiard. The points are sampled from 0.01  l/L  0.2.

� vs �
2 -0.899970

hr̃i vs �
2 -0.872723

� vs hr̃i 0.924828

Table 3. The correlation coe�cients between �, hr̃i, �2 of the Krylov operator complexity for the
Sinai billiard.

the complexity at late time hClate timei (Fig. 19(b)). In this sense, Cmax is more faithful

compared to hClate timei as an indicator of quantum chaos. This tendency is in common

with the stadium billiard, hence it is suggested that this feature is universal.

7 Summary and discussions

In this paper, we studied the Krylov complexity in quantum mechanics. To investigate

the relationship between complexity and chaos, we numerically studied Krylov complexity

in billiard systems. The stadium billiard, which is chaotic, allows a one-parameter defor-

mation of its shape, and in a limit it reduces to the circular billiard which is integrable.

We observed that under this deformation there exists a significant correlation between the
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Figure 17. The scatter plots of (a) the Lyapunov exponents and the variances, (b) the ratios and
the variances, (c) the Lyapunov exponents and the ratios of the Krylov operator complexity for the
Sinai billiard. The points are sampled from 0.01  l/L  0.2.
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Krylov state complexity
Lanczos coefficients Krylov complexity

Variances
• The variance becomes larger in the non-chaotic regime 

compared to the chaotic regime.

• The Krylov complexity does not grow exponentially.

• The peak value of Krylov state complexity depends on 𝑎/𝑅.
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Figure 18. The Lanczos coe�cients of the Krylov state complexity of the Sinai billiard with
l/L = 0 (blue dots) and l/L = 1 (orange dots). The inset is the enlarged version, where the data
are used to calculate the variance.

(a) The time dependence of Krylov operator com-

plexity for various values of l/L.

(b) The l/L dependence of the late-time value of

Krylov state complexity.

(c) The l/L dependence of the peak value of Krylov

state complexity.

Figure 19. The l/L dependence of Krylov state complexity for the Sinai billiard. Panel (a):
time dependence of the Krylov state complexity. Panels (b), (c): the late-time average and the
peak value of the Krylov state complexity. The late-time average of the complexity is taken over
1 < t < 20.

classical Lyapunov exponents and the variances of the Lanczos coe�cients for both the

Krylov operator complexity and the Krylov state complexity. We also found a significant
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Figure 18. The Lanczos coe�cients of the Krylov state complexity of the Sinai billiard with
l/L = 0 (blue dots) and l/L = 1 (orange dots). The inset is the enlarged version, where the data
are used to calculate the variance.
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(a) The time dependence of Krylov operator com-

plexity for various values of l/L.

(b) The l/L dependence of the late-time value of

Krylov state complexity.

(c) The l/L dependence of the peak value of Krylov

state complexity.

Figure 19. The l/L dependence of Krylov state complexity for the Sinai billiard. Panel (a):
time dependence of the Krylov state complexity. Panels (b), (c): the late-time average and the
peak value of the Krylov state complexity. The late-time average of the complexity is taken over
1 < t < 20.

classical Lyapunov exponents and the variances of the Lanczos coe�cients for both the

Krylov operator complexity and the Krylov state complexity. We also found a significant

– 25 –

]=

0.0 0.2 0.4 0.6 0.8 1.0
0.0000

0.0005

0.0010

0.0015

0.0020

l/L

σ2 σa2

σb2

Figure 20. The variance �
2
a,�

2
b as a function of l/L.

(a) � vs �2 (b) hr̃i vs �2

Figure 21. The scatter plots of (a) the Lyapunov exponents and the variances and (b) the ratios
and the variances.

� vs �
2
a -0.741803

� vs �
2
b

-0.757869

hr̃i vs �
2
a -0.965785

hr̃i vs �
2
b

-0.962833

Table 4. Correlation between �, hr̃i, and �
2
a,b for the Krylov state complexity of Sinai billiard.

correlation between the variances of the Lanczos coe�cients and the statistical distribution

of the adjacent spacings of the quantum energy levels. This suggests that the variances

of the Lanczos coe�cients is a good indicator of quantum chaos as well as the energy

level statistics. Similar results were confirmed for the one-parameter family of the Sinai

billiard, which suggests that in more general quantum mechanical systems the variances of

the Lanczos coe�cients can be a good indicator of quantum chaos.

In viewing the structure of the resultant correlations, we observe one issue: when the

billiard is deformed, there is an abrupt change in variances of the Lanczos coe�cients

and the energy level statistics, while the change in classical Lyapunov exponents is mild.

This suggests that there may be some discrepancy between the notion of classical chaos

and the currently proposed quantum chaos. We leave to a future work the quest for the

cause of this discrepancy and a search for a better indicator of quantum chaos that more

accurately reflects classical chaoticity, with a consistent understanding of how classical
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Correlation in the Sinai billiard

Correlation coefficients
• A clear correlation exists between 𝜎5,7, , 𝜆, and ⟨𝑟̃⟩.

• 𝜎5,7, can be a measure of quantum chaos. 

Figure 20. The variance �
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b as a function of l/L.
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Figure 21. The scatter plots of (a) the Lyapunov exponents and the variances and (b) the ratios
and the variances.
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The peak value of Krylov state complexity(a) an (b) bn

Figure 8. The Lanczos coe�cients of the state complexity for equally-distributed initial state in
stadium billiards with a/R = 0 (blue dots) and a/R = 1 (orange dots). The inset is the enlarged
version, where the data are used to calculate the variance.
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(a) The time dependence of Krylov state complex-

ity for various values of a/R.

(b) The a/R dependence of the late-time value of

Krylov state complexity.

(c) The a/R dependence of the peak value of

Krylov state complexity.

Figure 9. The a/R dependence of Krylov state complexity. Panel (a): time dependence of the
complexity. Panels (b), (c): the late-time average and the peak value of the complexity. The late-
time average of the complexity is taken over the time range 1 < t < 20.

5.2 Correlation between Lanczos coe�cients and chaos

Now we turn to the correlation between the variation of the Lanczos coe�cients and other

indicators of the chaos, namely, the Lyapunov exponent � and the ratio hr̃i. Prior to such
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Figure 8. The Lanczos coe�cients of the state complexity for equally-distributed initial state in
stadium billiards with a/R = 0 (blue dots) and a/R = 1 (orange dots). The inset is the enlarged
version, where the data are used to calculate the variance.

(a) The time dependence of Krylov state complex-

ity for various values of a/R.

(b) The a/R dependence of the late-time value of

Krylov state complexity.

]=

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

250

260

270

280

290

300

a/R

Cmax

(c) The a/R dependence of the peak value of

Krylov state complexity.

Figure 9. The a/R dependence of Krylov state complexity. Panel (a): time dependence of the
complexity. Panels (b), (c): the late-time average and the peak value of the complexity. The late-
time average of the complexity is taken over the time range 1 < t < 20.

5.2 Correlation between Lanczos coe�cients and chaos

Now we turn to the correlation between the variation of the Lanczos coe�cients and other

indicators of the chaos, namely, the Lyapunov exponent � and the ratio hr̃i. Prior to such
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The peak value of Krylov state complexity(a) an (b) bn

Figure 18. The Lanczos coe�cients of the Krylov state complexity of the Sinai billiard with
l/L = 0 (blue dots) and l/L = 1 (orange dots). The inset is the enlarged version, where the data
are used to calculate the variance.
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(a) The time dependence of Krylov operator com-

plexity for various values of l/L.

(b) The l/L dependence of the late-time value of

Krylov state complexity.

(c) The l/L dependence of the peak value of Krylov

state complexity.

Figure 19. The l/L dependence of Krylov state complexity for the Sinai billiard. Panel (a):
time dependence of the Krylov state complexity. Panels (b), (c): the late-time average and the
peak value of the Krylov state complexity. The late-time average of the complexity is taken over
1 < t < 20.

classical Lyapunov exponents and the variances of the Lanczos coe�cients for both the

Krylov operator complexity and the Krylov state complexity. We also found a significant
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Figure 18. The Lanczos coe�cients of the Krylov state complexity of the Sinai billiard with
l/L = 0 (blue dots) and l/L = 1 (orange dots). The inset is the enlarged version, where the data
are used to calculate the variance.

(a) The time dependence of Krylov operator com-

plexity for various values of l/L.

(b) The l/L dependence of the late-time value of

Krylov state complexity.
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(c) The l/L dependence of the peak value of Krylov

state complexity.

Figure 19. The l/L dependence of Krylov state complexity for the Sinai billiard. Panel (a):
time dependence of the Krylov state complexity. Panels (b), (c): the late-time average and the
peak value of the Krylov state complexity. The late-time average of the complexity is taken over
1 < t < 20.

classical Lyapunov exponents and the variances of the Lanczos coe�cients for both the

Krylov operator complexity and the Krylov state complexity. We also found a significant
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