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RESEARCH INTERESTS

Spectral Graph Theory: properties of matrix representations of graphs


Numerical Linear Algebra: matrix computations (linear systems, 

eigenvalue problems) with a focus on theoretical results


Machine Learning/Theoretical Computer Science: solving 

theoretical problems that have some linear algebraic formulation

I work in matrix analysis, primarily focusing on:
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GAUSSIAN ELIMINATION

Eliminates unknowns by 
subtracting equations


In  chapter of Jiuzhang 
suanshu (  century)


 years before Gauss

8th

2nd

1600



GAUSSIAN ELIMINATION

sequence of rank one updates:

A = A(1) → A(2) → . . . → A(n)

n × n (n − 1) × (n − 1) 1 × 1

A(k+1) := A(k)
k+1:n,k+1:n −

1
A(k)

k,k
A(k)

k+1:n,k A(k)
k,k+1:n



GAUSSIAN ELIMINATION

A = L
U

L(i, j) =
A( j)

i,j

A( j)
j,j

i ≥ j and U(i, j) = A(i)
i,j j ≥ i

not every matrix 
has one

e.g. (0 1
1 0)



GAUSSIAN ELIMINATION

Given , can solve  quickly:


Solve 

A = LU Ax = b

Ly = b and Ux = x

forward substitution backward substitution
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GROWTH FACTOR

Growth factor g[A] is largest 
magnitude entry encountered 
during Gaussian elimination:


g[A] :=
maxi,j,k |A(k)

i,j |

maxi,j |Ai,j |

Idea: three factors control 
ability to solve 

1) g[A]


2) condition # of A


3) # of bits of precision

Ax = b



SOLVING A SYSTEM

Gaussian elimination produces     


with  

(A + E) ̂x = b

|E | ≤ n𝗎(3 |A | + 5 | L̂ | | Û |)+ O(𝗎𝟤)

 can be large even if  is well-conditioned:
| L̂ |  and  | Û | A

(ϵ 1
1 0) = ( 1 0

1/ϵ 1) (ϵ 1
0 −1/ϵ)



PARTIAL PIVOTING

Partial Pivoting: swap 
rows so pivot is largest 
entry in first row

Used by most packages

e.g., MATLAB ‘\’ performs GE 
with partial pivoting

g[A] ≤ 2n−1

tight for


 A =

1 0 ⋯ 0 1
−1 ⋱ ⋱ ⋮ ⋮
⋮ ⋱ 1 0 1

−1 ⋯ −1 1 1
−1 ⋯ −1 −1 1



COMPLETE PIVOTING

Complete Pivoting: 
swap rows & columns so 
pivot is largest entry in 
matrix

Of great theoretical interest, 
due to improved growth 
factor in theory + practice

g[A] ≤ 2 nln(n)/4+1/2

Certainly not tight.

How close to the truth?

Is ? 

?

g[A] = 𝖯𝗈𝗅𝗒(n)
g[A] ≤ n
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GOLDSTINE & VON NEUMANN

Thought about GE in terms of matrices.


Referred to the use of complete pivoting in solving a linear 
system as ``customary procedure”




GOLDSTEIN & VON NEUMANN

“History of Gaussian Elimination”, Meyer



WILKINSON

Started a rigorous analysis of error in Gaussian elimination, 
pivoting strategies, and of the growth factor


Bound: 

Conjecture: 

g[A] ≤ n(2 31/2 . . . n1/(n−1))1/2 ≤ 2 nln(n)/4+1/2

g[A] ≤ n for all n × n real matrices

pessimistic

g[A] ≥ n for Hadamard matrices

1961

1965



TREFETHEN & OTHERS

“Three mysteries of Gaussian elimination” — Trefethen


Numerically searching for large growth with NPSOL Library —  Day & Peterson


Average case analysis of growth —Trefethen & Schreiber


Floating point counterexample for  with LANCELOT ( ) — Gould


Counterexample in exact arithmetic for  — Edelman

n = 13 g[A] = 13.0205

n = 13

1985

1990

1991

1992

1988

Nonlinear Programming, Stanford Optimization Lab



RECENT PROGRESS

We (Alan Edelman & I) have made progress on three fronts:

Wilkinson’s conjecture is false for all  & off by multiplicative constant


Complexity of growth factor universal over arbitrary entry restrictions


Growth factor in floating point & exact arithmetic “almost” the same

n ≥ 11



TECHNICAL LEMMA

For , , let


e.g., ``almost" completely pivoted matrices

 (or, for , ``overly" completely pivoted) 

up to a multiplicative error of  at the  step of GE

ε = (ε1, . . . , εn−1) ∈ ℝn−1 εi > − 1

CPε
n(ℝ) = {A ∈ GLn(ℝ) | |a(k)

i,j | ≤ (1 + εk) |a(k)
k,k |  for all i, j ≥ k},

εk < 0
εk kth



TECHNICAL LEMMA

For every  and  satisfying , 
exists a matrix  such that  for all , and:


A ∈ CPε
n(ℝ) δ = (δ1, . . . δn−1) −1 < δi ≤ 0 ≤ εi

B ∈ CPδ
n(S) b(k)

n,n = a(k)
n,n k = 1,...,n

b(k)
i,j − a(k)

i,j ≤ max
min{i,j}≤ℓ≤n−1

[( 1 + εℓ

1 + δℓ )
2

− 1] a(ℓ)
ℓ,ℓ

ℓ−1

∏
p=min{i,j}

1 + δp

+
ℓ−1

∑
m=min{i,j}

(εm − δm) a(m)
m,m

m

∏
p=min{i,j}

1 + δp

.
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Wilkinson’s conjecture is false for all  & off by 

multiplicative constant
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FINDING LARGE GROWTH

Theorem: 


 , 


.

g[CPn(ℝ)] ≥ 1.0045 n ∀ n ≥ 11

lim supn (g[CPn(ℝ)]/n) ≥ 3.317

Idea: 
 Technical Lemma


NL Optimization Software (JuMP + IPOPT)


Alan’s Cluster


Extrapolation Lemma
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RECENT PROGRESS

Wilkinson’s conjecture is false for all  & off by multiplicative 

constant
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entry restrictions


Growth factor in floating point & exact arithmetic “almost” the same

n ≥ 11



GROWTH FOR RESTRICTED ENTRIES

Theorem: For any , 


.


meaning: understanding  for any restricted set, e.g., binary 
matrices, is equivalent (up to poly factor) to understanding  
for all matrices 


surprising within small poly. factors to find such sweeping results.

S ⊂ ℝ
g[CP14n2(S)] ≥ (diam(S)/2 max(S)) g[CPn(ℝ)]

g[A]
g[A]



RECENT PROGRESS

Wilkinson’s conjecture is false for all  & off by multiplicative 

constant


Complexity of growth factor universal over arbitrary entry restrictions


Growth factor in floating point & exact arithmetic 

“almost” the same

n ≥ 11



EXACT & FLOATING POINT GROWTH

Theorem: Maximum growth factor for real  matrix under 
floating point arithmetic with base  and mantissa length


 is at most .

n × n
β

t ≥ 1 + logβ[5n3g2[CPn(ℝ)]] (1 + 1/n) g[CPn(ℝ)]

meaning:  bits enough for difference to be 
negligible, only  needed if 

log2 n
log n g[A] = 𝖯𝗈𝗅𝗒(n)


